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Abstract

Speechrecogition sysemsperform poorly in the presenceof corrupting noise Miss-
ing featue methodsattanpt to compersatefor the noiseby removing unrelable noise
corruptedcompaentsof a spectographic repregntaton of the noisy speet andper
forming recognition with the remainng reliabe comporents. Corventonal classfier-
compeasation method modify the recogntion sygem to work with the incomplkete
represention soobtained. This constainsthemto perform recagnition using specto-
graphic featureswhich are known to be subogimal to cepstra. In previouswork we
have proposedan alterrative feature-compasatian apprach wherebythe unrdiable
compaentsare replaed by estimats derived from the reliable comporentsandthe
known statigics of cleanspeeh. In this paper we perfaom a detailed compari®n of
various aspets of classifierbasedandfeatue-bagd compesation methods We shav
that although the classfier-based compenation method are superior when recogni-
tion is pefformedwith spectogrgphic featues, featuwe-bagd compersation methods
provide bette recoqrition performanceoverall, sincecepsta derived from the recon-
structedspectrogramcannow be usedfor recognition. In addtion, they have theadded
advantags of being compugtiondly lessexpersive andnot requring modification of
therecaynizer
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ABSTRACT in improved recognition performanceWe refer to these
approaches adassifer-compensation methodgce compensa-

Speech recognition systems perform poorly in the presence t®n for unreliable data is performed within the classifor rec-
corrupting noise. Missing feature methods attempt to compeggnizer).

sate for the noise by remiag unreliable noise corrupted com- . . . )
ponents of a spectrographic representation of the noisy spedRiflassifer-compensation methods the recognizer muptie
and performing recognition with the remaining reliable compo'—“y model the dIStrIthOﬂl(?f the featureectors with u‘nrellable
nents. Cowentionalclassifer-compensation gthods modify the COMPonents and recognition must be performed using these fea-
recognition system to avk with the incomplete representation Ures-Typically, these spectrographic features are log Mel spec-
so obtainedThis constrains them to perform recognition using#ra' It is well knovn, havever, that log spectra are a suboptimal
spectrographic features which are Wmoto be suboptimal to feature domain for recognition and that cepstral fatiehts
cepstra. In préous work we hae proposed an alternagifea- denved_ from log spectra typlcally prigle S|gn|fcantly_ greater
ture-compensationpproach whereby the unreliable component§€€0gnition accurac In fact, in some cases using noisy cepstral
are replaced by estimates ded from the reliable components coeficients resglts in higher recognition accyrtitan the use of
and the knan statistics of clean speech. In this paper we pel°d Spectra deved from clean speech.
form a detailed comparison ofsious aspects afassiferbased As an alternatie approach, we ke proposed in prous work
and featurebased ompensation methodsWe shev that the use ofmissing-feature mthods that prdde rohust recogni-
although the classéi-basedcompensation methods are superiotion throughfeatule compensatiofd,5]. These methods modify
when recognition is performed with spectrographic features, fefive incoming features rather than the manner in which recogni-
ture-based compensation methods pide better recognition tjon is performedThe unreliable log spectral components are
performance werall, since cepstra deed from the recon- erased and reconstructed using statistical informatiorvederi
structed spectrogram canwnde used for recognitionn addi-  from clean speech and the remaining reliable comporiEhits.
tion, they have the added adwtages of being computationally provides a complete set of log spectratiors from which stan-
less epensie and not requiring moddation of the recognizer  dard cepstral cofitients can be desed. This approach has tw
distinct adantages eer classife-compensation methods: com-
1. INTRODUCTION pensation can be performed without modifying a standard

speech recognition system, and recognition can be performed in

Speech recognition systems perform poorly when the Speeff cepstral domain, resulting in greater recognition acgurac
being recognized has been corrupted by ndiissing-feature

approaches comprise onanfily of noise compensation algo- While both classiércompensation and feature-compensation
rithms that hae shevn an ability to preide highly rolust recog- Methods are &dctive, the differ in several aspects including
nition in the presence of highviels of noise. In these approachegobustness to errors in identifying noisy elements, thects of
noise-corrupted gions of a spectrographic representation of th@dditional processing of the log spectra, and computational com-
speech signal are idenéfl and deemed unreliable, and recogniplexity. In this paper we perform a detailed quantitattompari-

tion is performed with the remaining reliablgiens of the spec- Son of seeral aspects of classficompensation and feature-
trogram. compensation methodsoiFsimplicity we restrict oursebs at

. . . present to the use of binary decisions of reliability or unreliabil-
Most current techniques using missing featuesg (1][2]) are iy we also compare resuits to those of an altereatbmbina-

based on modifying the manner in which the recognition systegy, approach 4] wherein distrilitions of HMM states (in an

computes liklihoods of classes or states to account for unreIhMM_based recognizer) yipothesized byclassifercompensa-
able features. Inlass-conditionaimputation the most lsly val- 15 ze ysed to reconstruct unreliable elements. On the basis of
ues for the unreliable components ofextor for ay class are comparisons we belie thatfeature-compensation ethods

used in computing the k#ihood of that class. In mginaliza- 516 gyperior to the other methods in most aspects at neide le
tion, unreliable components are igtated out of the class densi- ot are typical in normal applications.

ties prior to computing liélihoods. In more recentosk [3], the

hard binary decisions that determine the reliability or unreliabiln Section 2 of this paper we brigftiescribe the ariousmiss-

ity of components hea been replaced by soft decisions whiching-feature rethods. In Section 3 we describe oxp&rimental

associate a score between 0 and 1. Characterizing each spe@@p. In Section 4 we discuss idenéfion of unreliable com-

graphic element by its deee of reliability in thisdshion results Ponents of spectrograms. In Section 5 we analyze fhet eff
data and feature preprocessing on tagous methods. In Sec-
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tion 6 we ealuate the werall recognition performance of the
various methods. In Section 7 we compare the computational -l E;;U;nsx
complity of the \arious missing-feature methods. Finally in £, EEE;{{T
Section 8 we present our conclusions. g
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2. MISSING-FEATURE METHODS opss.

é': fr?]”u'e"oig% Covariance-
In this section weery briefly review the \ariousmissing-feature & " Dased,
methods. 10 I

0

2.1. CIaSS|f|er-compensat|on methods Figure 1. Comparisons of recognition accuyagbtained whe

- . . unreliable elements are idergifi based on kmdedge of their tru
In classifercompensation methode.g. [1,2]) the basic manner gnR with accurag obtained when the positions of unreliable

in which the lilelihood of a class is computed is maogtifiThere  ments must be estimated.
are two ways of doing this: sen samples of music from the Metplace nes program, as

Class-conditional imputation: In this method, when computing @Ppropriate. In all cases both the adeitnoise and the clean
the likelihood of ay class or state (for an HMM-based recog-SPeech samples wereadable separatelynaking it possible to
nizer), unreliable components of a log-spectractor are €valuate the true SNR of yrelement in the spectrogram of the
replaced by their MAP estimatessgh the prior distribtion of ~ NOISY utterances

that class or stat@hese MAP estimates are then used to com-

pute the lilelihood of that class or state. 4. IDENTIFYING UNRELIABLE ELE-
Mar ginalization: In this method the unreliable components of a MENTS OF THE SPECTROGRAM

log-spectral ector are intgrated out of the distriion of a  Ap ynreliable component of a spectrogram is generallyefi

class, constrained by upper and/éw bounds on the tru@lues 55 gne with a local SNR that lies bela thresholdThe optimal

of these components implicit in their obsedv\alues. The  yajye of this threshold is dependent on the method usedasd w

resulting distrilntions with the smaller number of component%mpirica”y found to be about -5 dB fégature-compensation

are then used to compute theelikood for that ector methods and class-conditional imputation and about 15 dB for
. maginalization.

2.2. Feature-compensation methods For missing-feature methods to be practicable, the unreliable

In feature-compensation methodsg( [5]) the unreliable com- components must be idengifi withouta priori knowledge of the
ponents of the spectrogram are estimated based on the relighle SNR of spectrographic elements. @omionally this is
components and the kwa statistical properties of log spectra.done by maintaining a running estimate of the noise spectrum
Recognition can then be performed either with the complete l@nd using this to estimate which elements of the spectrogram are
spectra so dered, or with cepstra deed from them. unreliable.This method has the disaiage of requiring that

the spectrum of the corrupting noise be estimated, a problem that

Cluster-based econstruction: Here the log-spectrakeetors of . : S )
is almost intractable when the noise is non-stationary

clean speech aredt clusteredTo estimate the unreliable com-
ponents of ay log spectral gctor the cluster that theeetor In this paper we chose to use a classiased method to iden-
belongs to is identiéid based only on its reliable componentstify noisy elements of the spectrografis reduces the task of
The distrilution of that cluster is then used to obtain MAP estiidentifying unreliable spectrogram elements from SNR estima-
mates for the unreliable components. tion to a simpler binary decision proce$se features used in
classifcation were designed tx@oit the characteristics of the

Covariance-based econstruction: Here the probability distri- speech signal itselfwo of the features, used fooiced speech

butions of component featureetors in a spectrogram '€ sggments characterize the harmonicity and periodicity often
assumed to be stationagnd correlations betweenyatwo such < y P y

vectors are learned from spectrograms of clean speech. MREpsent in the signal.okir additional features, used for both

. . . voiced and uwoiced speech, capture information about the sub-
estimates of unreliable elements of noisy spectrograms gre

obtained based on their correlations with reliable elements"’moI enegyleve!s an_d spectr:_:tl_ contouracros_s freqyeDetails
- . . - of the mask-estimation classifican be found irg].
assuming that the underlying distrtions are Gaussian.
The efect of errors in identifying unreliable elements can be dif-
3. EXPERIMENTAL SETUP ferent for the diierentmissing-feature ®thods. Figurd shavs
recognition accuracies obtained forveel missing-feature
The DARPA Resource Management (RM) database and th@ethods applied to speech corrupted by white noise to 10 dB.
SPHINX-III HMM-based speech recognition system were useglle compare recognition accuyaobtained usingerfect“ora-
in all the experiments described in this pap€ontet-dependent cle” knawvledge of the true SNRawes of spectrographic ele-
HMMs with 2000 tied states, each modelled by a single Gausgrents to identify unreliable feature locations with the
ian, were trained using both the log spectra and cepstra of cleg@tresponding accurpobtained when the decisions about loca-

speechThe language weightas lept to a minimum in all cases, tjons of unreliable elements must be obtained blindly from noisy
in order to emphasize thefedt of the noisy acoustics on recog-data.

nition accurag. Mean normalization of featuresaw performed o . .

in all experiments gcept those wolving maginalization. Test Marginalization shws the greatest roistness to errors in esti-

utterances were corrupted with white noise and randomly-chBltion of unreliable elements general, thelassifercompen-
sation nethods are much more nadt to errors than thieature-
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Figure 2. Recognition accuracusing \arious missing featur & -
methods for speech in white noise at 10 dB SNR, with and wi 0' 5
mean normalization of the featurd$ie accurayg obtained witt SNR (dB)
class-conditional imputation andariance-based reconstructi
without mean normalization is 0%. Figure 4. Recognition accuracusing \arious missing featur
compensation ethods. methods on speech corrupted by white ndige. baseline recogn

tion accurag obtained with no compensation is alsowsho

5. PREPROCESSING

Speech recognition systems do not normally use the featuresg | ~—— Marginalization .
derived f - . h data directly f it < got === Class-conditionalimputation
erved from incoming speech data directly for recognition. — — Cluster-based recog. ey
Some preprocessing of the incoming data is usually performed. § 50 =---a Covariance-based recog.
The feature gctors for the utterance are usually “mean normal- 3 ol Baseline
ized”, i.e. the mean a&lue of the featureectors is subtracted g
from all the \ectors. This is knavn to result in a relate S 30
improvement in the wrd error rate by up to 25% g 20
When missing-feature mthods are applied, haver, it is not glo
clear whether this procedure is useful. In Figwe shav the g e~ . s
effect of mean normalization on the recognition acourac o > 13' 15 20 25

obtained with warious missingeature methods on speech-cor SNR (dB)

rupte(_i to DdB by_whlte noiseUnreliable spectrogram elements Figure 5. Recognition accuracusing \arious missing featur
were identifed using perfect kivdedge of tle true SNRn each  ehods on speech corrupted by musite baseline recognitic
case. Both reliable and unreliable components were used in coftcuray obtained with no compensation is alsowho

puting the meanalue of the ectors, and the true SNR of spectrographic elemerds wsed to iden-

We obsere that mean normalization is useful in all cases whetéfy unreliable elementsWe obsere that spectral subtraction
estimation of unreliable components is performed.rRaginal-  results in lage impravements in recognition accusafor fea-
ization, havever, mean normalization actually resultsaimegra-  ture-compensation methodBor maginalization, havever, there
dation of performance is no noticeable impr@ment, presumably because the noise
level in the reliable elemenis very low to begin with. This is an
adwantage for mainalization asadditional noise compensation
stepscan be wided

The incoming speech data itself may also be processedy

spectral subtraction/] to reduce the noiseel in the signal.
This is likely to be helpful een for missing-feature mthods
since the components of the spectrogram thes baen termed

reliable still contain some amount of noise. 6. OVERALL RECOGNITION

Figure 3 shavs the recognition accunaobtained with arious PERFORMANCE
missing-feature @thods on speech corrupted todBby white  rigres4 and 5 show the recognition accuracies obtained with

noise. Recognition as performed with log spectra in all casespe \ariousmissing-feature ®thods on speech corrupted to-se

eral SNRs by white noise and music respetyi Recognition
B Mo specst was performed us@ng _Iog spectra in all cases. Spectral subtraction
Cluster- O with specsub] and mean normalization were performed for all methods
roased. | maiginalization. The location of unreliable elementsasvesti-
mated.The best recognition accuracies are obtained using mar
ginalization. This is to be xpected since mgmalization
Class. ] performs @timal classiftation.
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used for recognition, something that is not possible witlcltee
sifiercompensation ethods.
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Figure 3. Recognition accurgcof various missing feature methc  Figure6 shaws the correspondingecognition accuracobtained

ng?%ﬁ:%%m in white noise at 10 dB SNR, with and without spi \yjth cepstra devied from the reconstructed log spectra. Compar
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Figure 6. Recognition accuracobtained with cepstra deed fror
log spectra reconstructed usifegature-compensationethods fc
speech corrupted by white noiged msic.

ison of Figures4, 5 and6 shaws that the ability to perform cep-
stra-based recognition easily outweighs theaathges due to

the optimal classifiation and those due to the greateustbess
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ments and transformation to cepstra in the case offéaure-
compensation ethods, and recognitiorifhe time takn for
identifying unreliable elements is not includddarginalization
is by far the mostxgpensve of the methodd-eature-compensa-
tion methods do not generally increase the timemafor recog-
nition significantly over the baseline.

8. CONCLUSIONS

Missing-feature rathods argenerally ery efective in compen-

to errors in estimating unreliable elements that are characterissigting for both stationary and non-stationary noises. Of these,
of maginalization. The adantage hwever diminishes as the classifercompensation ethods such as nwinalization are

SNR decreases 0dB or so.

One could combine thelassifer-compensation rad feature-
compensation ethods by using the distribons of the HMM-
state sequence ypothesized by aclassifercompensation
method to reconstruct unreliable elemeri Figure 7 shows

the recognition accurgmbtained with cepstra deed from log

spectra reconstructed using both class-conditional imputati

and maginalization in this manneWe note that eerall, these

methods are not morefe€tive than feature-compensation meth-

ods

7. COMPUTATIONAL COMPLEXITY

The computational comptéy of the \arious missing-feature

clearly superior when recognition is performed with spectro-
graphic features. Heever, feature-compensation ethods per

mit derivation of cepstral features, which result in better
recognition accuracies than the bedassifercompensation
method at most SNRs that are encountered in typical operating
conditions.In addition, thg arecomputationally lessxpensve
anddo not requireary modification of the recognizgthe fea-

N . .
ure-compensation adule can simply be used as a preprocess-

ing block for aly standard recognition systefthe results of this
paper hae been obtained using binary decisions of whether
spectrogram elements are reliable or unrelidbls.knovn that
better results can be obtained by taking soft decisignipw-

ever, since soft decisions can also be useftature-compensa-
tion methods, we do notxeect this to dect the conclusions

methods alsoaries Marginalization requires the computation of Stated abee.

an error function for\ery unreliable component of &ator for
every Gaussian invery HMM state considered. Clustesised

reconstruction similarly requires computation of error function

for every unreliable component forvery cluster in the cluster
based representation. Class-conditional imputation awmdrieo

ancebased reconstruction, on the other hand, only require MAP

estimation of unreliable elements. Fig@8ehows the aerage
time in seconds tanby a 406MHz DEC alphad recognize an

utterance of speech corrupted todB® by white noise, using the

various missing-feature ®thods.This includes the time tak

for computation of log spectra, reconstruction of unreliable el

~90 [ —— WGN, Marg.
o---o WGN, Class-cond.
= —=Music, Marg.

&----a Music Class-cond,

B
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Recognition Accuracy (%;
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Figure 7. Recognition accuracusing cepstra dered from log
spectra reconstructed using state sequengestesized bylassi-
fier-compensation mthods. Results are skio for speech cer
rupted both my white noise and music.
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