
MITSUBISHI ELECTRIC RESEARCH LABORATORIES
http://www.merl.com

Distrib uted SpeechRecognitionwith Codec
Parameters

BhikshaRaj,JoshuaMigdal, Rita Singh

TR-2001-45 December2001

Abstract

Communication devices which perform distributed speech rec-ognition (DSR) tasks
currently transmitstandardized codedparametersof speech signals. Recognition fea-
tures areextracted from signals reconstructed using these on a remote server. Since
reconstruction losses degraderecognition performance,propos-als are being consid-
eredto standardizeDSR-codecswhich derive recognition features, to be transmitted
anduseddirectly for recognition. However, sucha codecmustbe embedded on the
transmittingdevice,alongwith its current standardcodec. Performing recognitionusing
codec bitstreamsavoids thesecomplications: no additional feature-extractionmecha-
nismis requiredon thedevice,andthereareno reconstruction losseson theserver. In
this paper we proposean LDA-basedmethodfor extracting optimal feature setsfrom
codec bitstreamsanddem-onstratethat featuresso derived result in improved recog-
nition performancefor the LPC, GSM and CELP codecs. For GSM and CELP, we
showthat the performanceis comparable to that with uncoded speech and standard
DSR-codecfeatures.
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ABST
�

RACT
Communication devices which perform distributed speech rec-
ognition (DSR) tasks currently transmit standardized coded
par� ameters of speech signals. Recognition features are extracted
from signals reconstructed using these on a remote server. Since
reconstruction losses degrade recognition performance, propos-
als are being considered to standardize DSR-codecs which
derive recognition features, to be transmitted and used directly
for recognition. However, such a codec must be embedded on
the transmitting device, alongwith its current standard codec.
Performing recognition using codec bitstreams avoids these
complications: no additional feature-extraction mechanism is
re� quired on the device, and there are no reconstruction losses on
the server. In this paper we propose an LDA-based method for
extracting optimal feature sets from codec bitstreams and dem-
onstrate that features so derived result in improved recognition
p� erformance for the LPC, GSM and CELP codecs. For GSM and
CELP, we show that the performance is comparable to that with
uncoded speech and standard DSR-codec features.

1. INTRODUCTION
Cellphones and PDAs have lately become very popular and are
b

�
eing used for multiple tasks, which sometimes require complex

and involved instructions. These devices are typicall y small in
size and it is usuall y very inconvenient and ineffi cient to use the
inbuilt input devices provided to feed in complex command
sequences. In this respect, speech is a very convenient and natu-
ral interface. The development of good speech interfaces has
lately motivated a lot of research. The main problem faced in
these efforts is that while it is feasible to incorporate speech rec-
ognition systems within these devices, their size limits the com-
p� lexity of the task that they can handle. This is because more
complex tasks typically involve more complex grammars, larger
vocabularies, parsing mechanisms, etc. It is therefore considered
to be more practical and efficient to perform the recognition,
with subsequent task completion, on a remote server

. Currently this is accomplished by transmitting the coded speech
to the server, which reconstructs the speech signal, parametrizes
it and performs recognition. However, it is well known that
speech which has undergone coding and reconstruction results in
lower recognition accuracies than uncoded speech [1]. To avoid
this, a reasonable solution that has been proposed is to extract
recognition features from the speech signal and transmit those
instead of the codec parameters. The server can then use these
features directly for recognition. Since the speech has not under-
gone coding and decoding in this process, there are no additional
coding related losses incurred in the recognition. This scheme of
distributing the speech recognition task between the transmitting

handset and the remote device is referred to as distributed speech
r� ecognition (DSR).

W
�

hen this k ind of  DSR is an add-on on devices such as cell-
ph� one handsets or PD As w hich f unction i n t he conventional
manner, the device must actually incorporate a codec that can
compute the recognition features. In addition, protocols must be
established to distinguish between when the transmitter is trans-
mitting regular codec parameters for decoding to speech and
when it is transmitting recognition features. This necessitates the
establishment of universal standards for such codecs and proto-
cols in order for any cellphone or PDA to be able to communi-
cate with any speech recognition server. Standards bodies such
as the European Telecommunication Standards Institute (ETSI)
and the International Telecommunication Union (ITU) are cur-
r� ently in the process of defining such standards.

There are stil l some hurdles in the composition of such stan-
dards: firstly they must be designed to accommodate a fast
changing technology, and secondly, the various cellphone and
PDA manufacturers and the telephony providers must be con-
vinced to make appropriate product adjustments to conform to
these standards.

The requirements would however be simplified if the devices
could continue to simply transmit coded speech parameters, but
if recognition features could be derived directly from these. This
would eliminate losses incurred due to further reconstruction of
speech from the coded parameters. This would also eliminate the
need for the transmitting device to incorporate an alternate
codec. 

This alternative approach to DSR, where the recognition features
are computed directly from the codec parameters transmitted by
standard codec, has been proposed earlier by several researchers
[2-5]. In all of these bitstream-based feature extraction methods,
however, the optimal combination of features derived from the
short-term (LPC) and long-term (residual) components of the
bi

�
tstreams was obtained either through exhaustive experimenta-

tion [4] or heuristically [5]. In general, the performance
achieved, while superior to that obtained with decoded speech,
has been inferior to that obtained with uncoded speech.

In this paper, in addition to presenting further evidence to show
that bitstream-based feature extraction is a viable alternative to
having alternate codecs in the transmitting device, we propose an
LDA-based scheme for optimal combination of information
derived from the LPC and residual components of the bitstream
to construct features for recognition. We present results for three
different coding schemes, GSM, CELP and LPC, where we
show that the features so derived can not only result in better rec-
ognition accuracies than those obtained with the decoded (or
r� econstructed) speech, but also, in the case of medium and high-
bi

�
trate codecs like GSM and CELP, result in recognition accura-
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cies comparable with those obtained with uncoded speech.

In Section 2 of this paper we describe the WI007 front end spec-
ified by ETSI for DSR. This front end was designed for use in
cases where recognition features are to be computed on the
device and transmitted subsequently [7]. WI007 has therefore
bee

�
n used in this paper to perform recognition experiments with

the uncoded speech, in order to establish a baseline. In experi-
ments which involve decoded or reconstructed speech, MFCCs
have been used as features. In Section 3 we describe the GSM,
CELP and LPC codecs evaluated in this paper. In Section 4 we
describe how recognition features are derived from the long-term
and short-term components respectively of the bitstreams of each
of these codecs. In Section 5 we describe the LDA-based proce-
dure used to derive the final bit-stream based recognition fea-
tures in each case. In Section 6 we provide our experimental
results. Finally, in Section 7 we present our conclusions.

2. THE WI -007 STANDARD FRONT END

The WI-007 codec is a distributed speech recognition front end
specified by the European Telecommunications Standards Insti-
tute (ETSI), for use on cellular phones and other communication
devices that connect to speech recognition servers [7]. A block
diagram of the WI007 front end is given in Fig. 1. Input speech
(sampled at 8khz for experiments reported in this paper) is fi rst
subjected to DC offset removal using a notch fi lter. The signal is
windowed into frames of 25ms in length, with adjacent frames
overlapping by 15ms. The frames are preemphasized and
smoothed using a Hamming window, then subjected to a fast
Fourier transform. 23 Mel-frequency spectral terms covering the
frequency range 64Hz-4000Hz are derived from them. The loga-
rithm of the Mel-frequency spectra are passed through a discrete
cosine transform to derive 13-dimensional Mel-frequency ceps-
tral coefficients.

The cepstral vectors thus obtained are further compressed for
transmission. Beginning with the second cepstral component,
pai� rs of cepstral components are vector quantized using code-
boo

�
ks with 64 components. The fi rst component of the cepstral

vectors is paired with the log energy of the frame, and the pair is
quantized using a 256 component codebook. The transmitted
features have an bitrate of 4800 bits p

�
er second.

In our experiments, we deviate from the exact specifi cations for
this codec in that we do not quantize the cepstral component
pai� rs. We expect to get slightly better baselines because there are
no quantization losses involved. In establishing a baseline we
also assume that no bit errors are introduced during transmission.

3.
	

 CODING SCHEMES
All codecs considered in this paper are linear predictive coding
(LPC)-based codecs. In LPC-based codecs, frames of speech,
typically between 20 and 30ms long, are decomposed into a lin-
ear prediction fi lter and an excitation signal, call ed the residual,
using LPC analysis. The LPC parameters and the residual are
further coded and transmitted. The primary difference between
these coding schemes is in the manner in which the residual is
coded, although they also vary in the size of the analysis win-
dow, the order of LPC performed, and the manner in which LPC
pa� rameters are coded. In this paper we have specifically consid-
ered three such codecs: GSM, CELP and LPC.

3.
	

1. The GSM fullrate codec
The GSM codec is a linear predictive coder that uses Regular
Pulse Excitation, Long Term Prediction (RPE-LTP) to encode a
speech signal. The GSM codec encodes 160-sample (20ms)
frames of preprocessed, 13-bit PCM speech, sampled at a rate of
8kHz, into RPE-LTP quantized parameters using 260 bits, result-
ing in an overall bitrate of 13 kilobits per second. 

Preprocessing is done on a per-frame basis. Each frame is first
subjected to a DC offset compensation fi lter and then to a first
order FIR preemphasis fi lter with a preemphasis factor of

. LPC analysis is performed on each frame, and 8th



order LPC reflection coefficients are derived. The reflection
coefficients are transformed to log area ratios and quantized for
transmission. A long-term prediction fi lter, characterized by a
long-term gain and a delay, is derived 4 times in each frame,
using sub-frames of 40 samples (5ms) each, from the residual of
the LPC filter. The residual of the long-term prediction filter
within each subframe is then represented by 1 of 4 candidate
sequences of 13 samples each. The quantized log area ratios, the
long-term delay and gain, and the coded long-term residuals are
all transmitted in the GSM bitstream.

3.
	

2. The CELP FS1016 codec
The CELP FS1016 codec is a linear predictive coder that uses
Codebook Excited Linear Prediction to encode a speech signal.
The CELP codec encodes 240-sample (30ms) frames of 8KHz
sampled speech into 144 bits of CELP coded parameters, result-
ing in an overall bitrate of 4800 bits per second.

Each 240-sample frame of incoming speech is band-pass filtered

be
�

tween 100Hz and 3600Hz and 10th



 order LPC analysis is per-
formed. The derived LPC coeffi cients are converted to line spec-
tral frequency (LSF) parameters which are quantized for
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Figure 1.  Block diagram of the ETSI-A urora WI-007 frontend
codec (source [7]).
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transmission. The analysis window is further divided into four
sub-frames of 60 samples (7.5ms). Within each sub-frame the
LPC residual is represented as the sum of scaled codeword
entries, one from a fixed codebook and a second from an adap-
tive codebook that is constructed from the current residual using
information about the pitch. The fixed codebook entry is deter-
mined using an analysis-by-synthesis approach that minimizes
the perceptually weighted error between the original speech sig-
nal and the re-synthesized signal. The LSF parameters, the code-
boo

�
k indices and gains, and pitch and gain information required

by t
�

he adaptive codeword are transmitted.

3.
	

3. The DOD LPC FS1015 CODEC
The LPC FS1015 codec uses linear predictive coding to encode
the speech signal. The codec encodes 180-sample (22.5ms)
frames of 8KHz sampled speech into 54 bits of LPC coded
par� ameters, resulting in an overall bitrate of only 2400 bits per
second. 

Each 180 sample (22.5 ms) frame of incoming speech is preem-

pha� sized and a 10 th



 order LPC analysis is performed. LPC
par� ameters are transformed to log area ratios for t ransmission.
The residual is modelled either by white noise or by a periodic
sequence of pulses, depending on whether the speech frame is
identified as being unvoiced or voiced. The log area ratios, the
voiced/unvoiced flag, the pitch, and the gain of the LPC filter are
transmitted.

4.
�

 DERIVI NG FEATURES FROM BIT-
STREAM S

Since the codecs described are all LP codecs, the bitstream car-
ries both coded LPC parameters and information from the resid-
ual (see Fig. 2.). Recognition parameters can be derived directly
from both these components of the bitstreams. The LPC parame-
ters represent the gross spectral characteristics of the speech sig-
nal, which are usually the most important characteristics needed
for recognizing the speech. The residual, on the other hand, typi-
cally  captures information relating to the speaker, such as the
pi� tch, and the perceptual quality of t he reconstructed signal.
Nevertheless, the residual continues to contain information relat-
ing to the identity of the underlying speech sounds, and it is
important to capture these effectively as well.

Previous attempts at deriving recognition features from bit-
streams have either concentrated on deriving spectral informa-
tion from the LPC component of the bitstream, extracting only
energy related information from the residual [2] [3], or have
depended on empirically determined combination of features
derived from the LPC parameters and the residuals [4] [5]. 

In our work we combine parameters derived from both the LPC
and the residual components of the bitstream in a principled
manner to optimize classification performance. First LPC
p� arameters, either L AR parameters (f or GSM or L PC) or L SF
par� ameters ( for CELP) are extracted from the bitstream. The
extracted parameters are interpolated to effectively obtain one
set of LPC parameters every 10ms. Cepstral vectors are then
derived from these LPC parameters. The excitation signal is also
extracted from the bitstream by setting the short-term prediction
coefficients to zero and decoding the bitstream. Since it is
unclear as to exactly which components of the excitation contain
information about the underlying sounds, the entire spectrum of

the excitation signal is analyzed for useful components. 32-
dimensional log spectra are derived from the excitation for each
frame corresponding to an LPC vector in the interpolated
sequence of LPC vectors. An extended vector is formed by con-
catenating every LPC cepstral vector with the corresponding log-
spectral components from the excitation. The dimensionali ty of
the vectors so constructed is then reduced to 13 by performing
linear discriminant analysis (LDA) [6] on the extended vectors.
The classes that are used for the LDA analysis are the same as
the phones modelled by the recognizer. Figure 3. il lustrates the
complete procedure.

GSM:  For the GSM codec 13 dimensional cepstral coefficients

are derived from the 8th



 order LPC coefficients. Every cepstral
vector represented 20ms of speech, maintaining synchronicity
with the coded bitstream.

CELP:  For the CELP codec 15 dimensional cepstral coefficients

are derived from the 10th



 order LPC coefficients in the bitstream.
Although the transmitted coefficients represent 30 ms of speech,
they are resampled using linear interpolation to represent only 25
ms of speech.

LPC:  For the LPC codec 15 dimensional cepstral coefficients

are derived from the 10th



 order LPC coefficients in the bitstream.
Each cepstral vector now represents 22.5ms of speech. 

5. RECOGNITION EXPERIMENTS
Experiments were conducted using the Resource Management
database. The training data consisted of 2800 utterances from the
RM database, the test set consisted of 1600 utterances. The
vocabulary was 997 words. The dictionary used was the CMU-
dict. The CMU SPHINX-III system was used in all experiments.
In all experiments triphonetic acoustic models with 2000 tied
states were trained, where each state distribution was modelled
by

�
 a mixture of 4 Gaussians. Only cepstra and difference cepstra

were used. A simple bigram LM was used in all experiments.
The language weight used was very low in order to emphasize
the effect of the acoustic component of the likelihoods on recog-
niti on. 

Experiments were performed using the GSM, CELP and LPC
codecs. For our experiments the GSM 06.10 codec download-
able from Technischen Unviersitaet Berlin [8] was used.. This is
a 13kbps codec and is also currently part of the linux suite. The
CELP3.3 version LPC10-e version 55 downloadable from the
DDVPC website [9] were used for the experiments.

A common baseline was first established by performing recogni-
tion on uncoded speech using the WI-007 frontend described in
Section 2. This is the recognition accuracy that would be

Figure 3.  Block diagram showing the LDA-based procedure for
extracting recognition parameters from the bitstream.
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expected, were a communications device to incorporate the WI-
007 frontend codec in the absence of quantization and transmis-
sion errors. On clean speech this might be considered an upper
bou

�
nd on the performance to be obtained with 8K hz sampled

speech using DSR. An additional baseline was established by
per� forming r ecognition e xperiments us ing t he cod ed/recon-
structed speech for each of the codecs. Recognition was also per-
formed in each case on the LPC cepstra, augmented with energy
information from the residual in the form of the c[0] component
of the cepstra. This is the recognition performance obtained
using a feature extraction mechanism that does not use informa-
tion from the residual. The final recognition experiment in each
case was performed using 13 dimensional feature vectors
derived from the bitstream using the LDA procedure described
earli er. Recogniti on results from these experiments are reported
in Table 1.

From Table 1, we observe that the word error rates obtained
using the reduced-dimensionality bitstream feature are better
than the performance obtained by recognizing encoded/decoded
speech. In fact, for the fullrate GSM codec and CELP they are
slightly better than the recognition performance obtained with
W

�
I-007. While the recognition performance with the LPC codec

is very poor, the LDA-based feature results in an improvement in

pe� rformance nevertheless. It must also be noted that any compar-
ison of the LPC codec with WI-007 would not be completely fair
as the latter has twice the bitrate of the former.

6. CONCLUSIONS
In this paper we have proposed an LDA-based method for deriv-
ing optimal feature sets from bitstreams of encoded speech in the
case of GSM, LPC and CELP codecs. The experiments we have
reported show that it is indeed possible to obtain recognition per-
formance that is comparable with, if not better than, that
obtained with uncoded speech using features derived directly
from the bitstreams of these codecs. Thus it is feasible to design
DSR systems where feature derivation need not be performed on
a user’s handheld device, reducing the importance of changing
existing coding and transmission standards. Nevertheless, there
remain several advantages to having the communications device
transmit front-end features. Such a front-end codec could, in
pr� inciple, parameterize full -bandwidth speech that has been sam-
p� led at bitrates greater than 8000Hz, which would result in much
greater recognition accuracies. Bitstream-based feature represen-
tations provide an intermediate route where much better recogni-
tion accuracies can be obtained than with the decoded speech
using traditional communications devices which do not incorpo-
rate the front-end codecs or the transmission protocols that go
with them. The LDA-based method proposed in this paper fur-
thers this end by presenting an automated mechanism for deriv-
ing optimal representations from b� itstreams.
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Coding 
Scheme

Recognition 
Feature Set

WE
�

R(%)

None WI-007 12.0

GSM MFCC from 
decoded speech

13.3

GSM LPCcep + c[0] 
from residual

15.7

GSM LPCcep + residual 
logspec + LDA

11.8

CELP MFCC from 
decoded speech

15.3

CELP LPCcep + c[0] 
from residual

14.6

CELP LPCcep + residual 
logspec + LDA

11.4

LPC MFCC from 
decoded speech

23.8

LPC LPCcep + c[0] 
from residual

24.4

LPC LPCcep + residual 
logspec + LDA

21.1

Table 1:  Recognition performance obtained with various 
features derived from speech coded using various codes. 


