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Abstract

Communicabn devices which perform distributed speet rec-agynition (DSR) tasks
currently transmitstandirdized codedparaméersof speeh signds. Recogniion fea-
tures are extracied from signds recorstructed usingthes on a remoe sener. Since
recanstriction losses degraderecoqnition performance,propos-ds are being consd-
eredto standrdize DSR-codecsvhich derive recoqition featues, to be transmited
anduseddirecty for recogition. However, sucha codecmustbe embeddd on the
transmittingdevice, alongwith its current stardardcodec Performirg recaynition using
codec bitstreamsavoids these complicgions no addtional featue-extractionmecha-
nismis requred on the device, andthereareno recorstrucion loseson the sener. In
this pape we propcse an LDA-basedmethodfor extrading optimal feature setsfrom
codec bitstreamsand dem-orstratethat featues so derived resut in improved recog-
nition performancefor the LPC, GSM and CELP codes. For GSM and CELR, we
showthat the perfomanceis compaable to that with uncaded speeh and standard
DSR-codedeatues.
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ABSTRACT

Communication devices which perform distibuted peech rec-
ogrition (DSR) tasks curently transmit standardized coded
pammeters of speech signals. Reagrition feauresare extracted
from signak recanstucted wsing these @ a renate sever. Since
recorstruction losses degraderecogrition peformance, prgpos
als ae bdng considered to stardadize DSR-codecs which
deiive recogrition features, to be transnitted and used directly
for recogrition. However, sich a coéc nust be enbedded on
the transnitting device, alongwith its curent standad cadec
Peforming recanition usng de bitstreans awids thes
conplicaions no additional feature-extracion mechanism is
required on the deice, ard there areno reconstruction losseson
the sever. In this pgper we propoe anLDA-based method for
extacing gptimal feature ses from codec hitstreams ard dem-
ondrate that features sodeiived resut in improved recognition
performance for the LPC, GSM and CEL P codecs. For GSM ard
CELP, we shaw that the peformance is comparabe to that with
uncmdel peechand sandard DSR-codec fedures.

1. INTRODUCTION

Celphones and PDAs have lately become vely popular ard ae
being used for multiple tasks, which sometimes require complex
and involved instructions. These cevices are typicdly small in
size and it is usually very inconvenient and ineffi ciert to use the
inbuilt input devices provided to feed in conplex cammand
sequerces In this resped, speechis a very convenientandnatu-
rd interface. The dewlopmernt of good geech interfaces ha
lately motivated a lot of reseach. The mein problem facel in
theseefforts is that while t is feasible to incoporate peech rec-
ogrition systems within thee devices thear sze limits the om-
plexity of the task that they can handle. T his is because more
complex taskstypically invave more complex grammas, larger
vocabuaries, parsing mecharisms, et. It is therefore consdered
to be more practical and eficient to paform the recanition,
with subsequent task completion, on a ranote server

. Currently thisis acomplishedby transmitting the codedspeech
to the sever, which reconstructs the eech signal, parametrizes
it and peforms recanition. However, it is well known that
speech which has undergonecoding and recongructionresultsin
lower recanition accuracies hanuncoded peech [1]. To avoid
this, areasmale solution that has ben poposa is to exrad
recognition features from the speech sgnd ard transnit those
instead of the codec parameters. The server canthen use these
features directly for recognition. Since the speed has notunder-
gore caling ar decoding inthis process, thereare no additiond
coding related lossesincurred in the recognition. This scheme of
distributing the speed recognition task betweenthe transnitting

handstand teremote deviceis referred to asdistributed speech
recognition (DSR).

Whenthis kind of D SR is an add-on on devices such as cell-
phonehandses or PD Asw hich fundion in t he conventional
manner, the device must acudly incorporae a codec tha can
compute te recognition features. In addtion, protocoks must be
establishedto distinguish betveen when the trarsmitter is trars-
mitting regular codec paameters for decodng to speed and
whenit is transmitting recognition features This necessitates the
establishmert of universal gandads for such codecs ard proto-
cols in order for any celphore or PDA to be alde to communi-
cate with any geech recognition sewver. Sandrds balies sich
as the Euppean Tdecommunicaion Sandads Ingitute (ETS)
and te International Telecommunicaion Union (ITU) are cur-
rently in the process of defining such sandads.

There ae still some hurdles in the composition of such stan
dads: firstly they must be desgned to accommodat a fast
changng technology, ard scadly, the various cdlphone and
PDA manufadurers and the &lephony providers must be con-
vinced b make gpropriate produd adjustments to corform to
thee sardards.

The requiremerts would however be simplified if the devices
could contnueto simply transmit coded sped paameters, but
if recognitionfeaturescould bederived directly from these. This
would eliminate losesincured dueto further recorstruction of
speech from the coded paranetes. This would also eiminate e
need for the tansmitting device to incorporate an alternae
codec

This alternative appoachto DSR, where the recogrition featres
are compiteddirectly from the codec paramets trarsmitted by
standad codeg has been poposeal ealier by ®vera researcheas
[2-5]. In dI of thes bitstreambased feature extraction methods,
however, the ofimal conbination of features deiived from the
short-term (LPC) ard longterm (resdual) comporens of the
bitstreams was obtained either through exhaustive experimenta-
tion [4] or heuristicaly [5]. In gererd, the peaformance
achieved, while sipeior to that obtainedwith decodel speed,
has been inferior to that obtained with uncoded spech.

In this pgper, in addition  preserting further evidenceto shav
that bitstream-based featire extradion is a viae alternative to
having alternae codesin thetrarsmitting devce, we propo® an
LDA-based scheme for optimal combination of information
derived from the LPCandresidual conponerts of the bistream
to congruct feauresfor recognition. We present resuls for three
different codng schemes, GSM, CELP anl LPC, where we
show that the features so derivedcan notonly resut in betterrec-
ognition acuacies han those obained with the deoded (or
recanstructed) speed, but also,in the cae of medium and high-
bitrate codecs ike GSM and CELP, result in recogrition acura-



ciescomparable with thos obainedwith uncodedspeech.

In Setion 2 of this pape we desdbethe WIO07 front end spee-
ified by ETSI for DSR. This front endwas designed for use in
ca®s where recogntion featires are © be conputed on the
device ard trarsmitted subeqently [7]. WIO07 tes terefore
bea used inthis pape to perform recognition experiments with
the unodel speech in order to establish a baeine. In experi-
ments which invave decoded or recongructed speed, MFCCs
hawe been used asfeatures. In Section 3 we degribe the GSM,
CELP ad LRC codecsevduated in this paper. In Sedion 4 we
de<ribe how remgnition featuresare derived from thelong-term
andshort-term conponerts respedively of the bistreans of each
of thes cadecs. In Section 5 we degribe theLDA-basedoroce-
dure wed to derive the final bit-streambasd recognition fea
tures in eah case In Section 6 we provide our experimental
resuls. Findly, in Section 7 we preset our condusions.

2. THE WI-007STANDARD FRONT END
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Figure 1. Block diagramof the ETS-Aurora WI-007 frontend
codec (saurce[7]).

The WI-007 mdecis a dstributed speech reagrition front end
speified by the EuopeanTelecanmunicaions Standads Insti-
tute (ETSI), for use oncelular phores andother communicaion
devices that comed to speech recanition severs [7]. A block
diagram of the WI007 front end is givenin Fig. 1. Inpu speech
(sanpled at 8khez for expeliments reported in this paper) isfirst
suhjected to DC offset removal using anatch filter. The sgnal is
windowed into frames of 25ns in length, with adjacent frames
ovelappng by 15ms. The frames are peemphasized and
smocothed usng a Hamming window, then sibjeded to a fast
Fourier trangorm. 23 Mel-frequency spedral terms covering the
frequency range 64z-4000Hz are derived from them. Theloga
rithm of the Mel-frequency spetraare pasdthrouch a discrete
cosne transform to derive 13-dimendona Me-frequercy ceps
tral coefficiens.

The cepdral vectors thus obtained are further compressed for
trarsmission. Beginning with the ecad apgral component,
pairs of cepstral comporents are vector quantized using code
bodks with 64 components. The first component of the cepstral
vedors is paired with the log enegy of the frame,and the par is
quantized usihg a 256component codetook. The tansnitted
features have an bitrate of 4800 bits per second.

In our experiments, we deviate from the exact specifi cations for
this cocec n that we do rot quartize the cepstal conponert
pairs. We expect to get slightly better baselines because thereare
no quantization losesinvolved In egablishing abasdine we
alsoassune that no bit errors are introduced during trarsmisson.
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Figure 2. Block diagram of typica linear predictive codec. LPC
anaysis is followed by paemeterization and emuding of LPCand
residual parameters, which are then formatted for transmisgon.

3. CODING SCHEMES

All codes considered in this pgper are linear predictive codng
(LPC)based codecs In LPC-bassad codecs frames of speed,
typically between 20 ad 30ms long, aredecomposedinto alin-
ea prediction filter and an excitation signal, cdl ed the residual,
using LPC aalysis. The LPC mrameters ard the residud are
further coced and transmitted The primary difference between
theee @mding <hemesis in the manner in which the residual is
coded althoughthey also vary in the size of the andysis win-
dow, the ader of LPCpeaformed, ard the manne in which LPC
paameters are coded. In this paper we hawe spedfically consid-
ered three sich codecs GSM, CELP and LPC.

3.1. The GSM fullrate codec

The GSM cadecis a linea predictive code that uses Regular
Pulse Excitation, Long Term Prediction (RPE-LTP) to ercode a
speech sgnal. The GSM codec enodes 160sanmple (Dms)
frames of preprocessed, 13-bit POM speech, sampled at a rae of
8kHz, into RPE-LTP quantized parametes usng 260 lits, resut-
ing in anoverdl bitrate d 13kilobits per second.

Pregrocessing is doneon aperframe bais. Ead frame is first
subjeded to a DC offset compersaton filter andthen b afirst
order FIR preenphass filter with a preemphasis facor of

28180/ 2", LPC aralysis is peformed on eachframe, and &"
order LPC refecion codéficierts are deived The reflection
coefficient are ransformed to log arearatios ard quartized for
transmission. A longterm predction filter, characerized by a
longtem gain and a déay, is deiived 4 imes in each frame,
usng sib-framesof 40 samples Gms) each, fromthe residual of
the LPCfilter. The reidud of the longtem prediction filter
within each subframe is then represerted by 1 of 4 candidae
sequenes d 13 sanples each. The quartized log aearatios the
longtem delay andgan, ard the @ded longterm residuals ae
all transmitted in the GSM bitstream.

3.2. The CELP FS1016 codec

The CELP FS116 cadecis a linear predctive coder that uses
Codebook Exdted Linear Predction b en®dea speechsignal
The CELP cadec ercodes 240-sanple @0ms) frames of 8KHz
sampled speech into 144bits of CELP codedparametss, resut-
ing in anoverdl bitrate d 4800bits pa seond.

Each 240-sample frame & incoming speech is band-pas filtered

between 100Hz and 3600Hz and 10" order LPC anaysis is per-
formed The derived LPC coeffi cierts are converted to line spec-
tra frequercy (LSF) parameters which ae quanized for



trarsmission. The andysis window is further divided into four
subframes of 60 @mples (7.5ms). Within eat sb-frame the
LPC residud is repgeserted as he sun of saled caleword
enties, onefrom afixed codebook ard asecond from an adap
tive codeébodk thatis condructed from the airrert resdual usng
information abait the pitch. The ixed cadebmk enry is detr-
mined usng an aalysis-by-synthesis agproach that minimizes
the percefudly weightederor bewveen the origina speed sg-
nalandthe re-synthesizedsignal. The LSFparmeters, the code
bod indicesand gans, andpitch ard gan information required
by the adapive codeword ae transmitted.

3.3. TheDOD LPC FS1015CODEC

The LPC FS1015 codecuseslinear predictive coding to encode
the spech signal The codec encodes 180sample (225ms)
frames of 8KHz sanpled speech into 54 hts of LPC cocd
pammeters, resulting in an ovedl bitrate of only 2400 bits per
second

Each 180 sample (22.5 ms) frame of incoming speech is preem-

phasizedand a10™ order LPC amalysis is performed. LPC
patameters are transformed to log area ratios for transmission.
The residual is moddled ether by white noseor by a peiodic
seajuerce of pulses dending on whether the eech frame is
idenified & being wvoiced o voiced. The log area ratios, the
voiced/unvaicedflag,the pitch, and the gain of the LPC filterare
trarsmitted.

4. DERIVING FEATURES FROM BIT-
STREAM S

Since the codecs desaibed are al LP caodecs, the bitstream car-
rieshoth coded LPC paameters and information from the resid-
ual (seeFig. 2). Remgnition parameters canbe derived directly
fromboth these componats of the hbtstreams. The LPC parame-
ters represant the gioss gpedral characteristics of the peechsig-
nal, which are wsudly the most important characeristics needed
for recognizing the speechThe resdud, on the othehard, typi-
cally captures information relating to the speaker, such as the
pitch, and the perceptual quality of t he recongructed signal.
Nevertheless, the residud continues  cortain information relat-
ing to the idertity of the urdelying speech sourds, andit is
importart to captue thes effectively aswell.

Previous atempts at deiiving recgnition features from bit-
streans hare dther concentrated on deiiving spectd informa
tion from the LPC omporent of the bistream, extracting only
enegy related information from the residual [2] [3], or have
depended o enpirically determined cambinaton of features
detived fomthe LPC paameters ard the resduals [4] [5].

In our work we combine parameters deived from bath the LPC
and the residud components of the bitstreamin a principled
manner © optimize chsificaion peformance First LPC
parameters, either L AR parameters (for GSM or L PC) or L SF
patameters (for CELP) are extracted from the bitstream. The
extraced paameters are interpolated to effectively obtain one
sda of LPC paameters every 10nms. Cepsral vecbrs ae then
delivedfromtheseLPC paameters. Theexcitation signal is also
extracted from the ktstream by seting the short-term prediction
codficierts to zeo and cecaling te bitstream Since it is
unclear asto exactly which components of the excitation contan
information abait the undelying sainds the entire spectrum of
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Figure 3. Block diagram showing the LDA-based procedure for
extracting recognition parameters from the bitstream.

the excitation sgnal is analyzed fa useful comporens. 32-
dimensiond log spectra are cerived from the excitation for each
frame correpording o an LPC vetor in the interpolated
sequene of LPC vetors. An extended \ector is formedby con-
catenaing evey LPC cepstal vector with the coresponding log-
spectral components from the excitation. The dimensionality of
the vecors © constructed is then reduced b 13 by peforming
lineardisaiminant andysis (LDA) [6] on he etended vetors.
The classes that are usel for the LDA analysis are the same as
the phanesmodelled by the recognizer. Figure 3. illustrates the
complete procedure.

GSM: For the GSM codec 1B dimensonal cepdral codficierts

are deived from the 8" order LPC coefficiens. Every cepsral
vector repreened 20ms of speech, maintaining syrchronicity
with the coded bitstream.

CELP: Forthe CELP codec 15dimensonal cepstal codficierts

are deived from the 10" orderLPC codficiertsin the bitstream.
Althoughthe trarsmitted coefficient represert 30 ms of speed,
they are resampled using linear interpolation to represent only 25
ms of speech

LPC: For the LPC mdec 15 dimensonal cepstal codficierts

are deived from the 10" orderLPC codficiertsin the bitstream.
Each cepstal vector now represerts 22.5ms of speed.

5. RECOGNITION EXPERIMENTS

Expeiiments were condwcted usng the Reurce Management
daaba®. Thetrainingdat conssted of 2800 uterancesfromthe
RM dasaba®, the st set consisted of 16 uterances. The
vocahulary was 997 words The dictionay usedwas the CMU-
dict. The CMU SFHINX-III system was used in al experiments.
In all expeiments tiphondic acoustic models with 20 tied
states were trained where eachstate digribution was moddled
by a mixture of 4 Gaussans. Only cepstra and dfferernce epstra
were ued. A simple bigram LM was usel in all expeiiments.
The languageweight usel was vely low in order to enphasize
the effect of the acoustic commnent of thelikelihoodson recog-
niti on.

Expeliments were paformed usng the GSM, CELP and LFC
codee. For ou experiments the GSM 06.10 codc dowiload-
able from Technischen UnviersitaetBelin [8] was u®d. Thisis
a 13kbps @decandis dso curenty pat of the linux siite. The
CELP3.3 vasion LPCD-e version 55 downloadable from the
DDVPC website [9] were used for the experiments.

A canmon baséine wasfirst egablished ty performing recogni-
tion on uncaled speech usng the WI-007 frontend desribed in
Section 2. This is the recanition acuracy that would be



Cading Remgrition 0
Scheme Feature Set WER(%)

None WI1-007 12.0

GSM MFCC from 133
demdedspeech

GSM LPCcep +c[0] 157
from residual

GSM LPCce +residual | 11.8
logspec +LDA

CELP MFCC from 15.3
demdedspeech

CELP LPCce + c[0] 14.6
from residual

CELP LPCce +residual | 114
logspec +LDA

LPC MFCC from 238
demdedspeech

LPC LPCcep +c[0] 24.4
from residual

LPC LPCce +residual | 211
logspec + LDA

Table 1: Recognition performance obtained with various
featuresderived from speech coded usng various codes.

expeced were a canmunicaions cviceto incomporate the W-
007 frontend codec in the absence of quantization ard trarsmis-
sion erors. On clean speed this might be considered an uppe
bound on the performance to be obtained with 8K hz sampled
speech using DSR. An additional baseine was esablished by
performing r ecaynition e xperiments using t he cod ed/recon
structed speech for eachof the codecs Recognitionwas also per-
formedin eachca® ontheLPC cepsta, augmented with enemgy
information from the residud in the form of the c[0] componet
of the cepsta. This is the recanition performance olained
using afeature extraction mecharism that doesna useinforma-
tion from the residud. The fnd recanition expeiiment in each
ca®e was paformed using 13 dimensiond feature vecors
deiived from the bistream usng the LDA procedue deribed
earlier. Recognition results from these experiments ae reported
in Table 1.

From Table 1, we obseve that the word eror rates oktained
using the reduced-dimensionality bitstrean feature ae bdter
than te peformanceobtained byrecognizing encoded/decoced
speech. In fact, for the fullrate GSM code and CELP they are
slightly better than the regnition performance dtained with
WI-007. While the recognition performance with the LPCcodec
isvery poa, theLDA-basd featureresuts in an mprovementin

peformance nevertheless. It mustaso be noed thatany compar-
isonof the LPC cadecwith WI-007 would notbecompletely fair
asthe latter has twice the hitrate d the former.

6. CONCLUSIONS

In this pgperwe have poposedanLDA-bagd method for deriv-
ing gotimal feaure ts from bitstreans of enmded eech in the
caseof GSM, LPC and CELP codecs The expeaiments we have
reported show that itisindeed possible to obtain recognition per-
formance that is comparade with, if not better than that
ohtained with uncoded speech using featires derived directly
from the bitstreans of these mdecs Thusit is feasble to design
DSR systens where feaure deivaton need notbe paformedon
a user's handheld device redudng the importance of clangng
exigting coding andtransnission dandads. Nevertheless there
remain several advantages to havirg the communications device
transmit frontend features. Such a frontend codec cauld, in
principle, parameterizefull-bandvidth spech thathas bea sam-
pled a hitratesgreater than 8000Hz, which would result in much
greaer recogrition acuracies. Bitstreambasdfeaturereprese-
tations provide an intermedate route wheremud betterrecogni-
tion acuracies canbe ohained than with the demded spech
using traditional communications devices which do notincorpo-
rate the frontend wdecs orthe transnission piotocds that go
with them The LDA-basd method proposel in this paper fur-
thers tis endby preseting an atomated mechanism for deriv-
ing gotimd representaions from htstreams.
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