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second algorithm, the temporal rates of each object may vary. The algorithm also takes into
account the composition problem, which may cause holes in the reconstructed scene when
objects are encoded at different temporal rates. We propose a solution to this problem that
is based on first detecting changes in the shape boundaries over time at the encoder, then
employing a hole detection and recovery algorithm at the decoder. Overall, the proposed
algorithms are able to achieve the target bit rate, effectively code frames and objects with
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Abstract— This paper describes rate control algorithms that
consider the trade-off between coded quality and temporal rate.
We target improved coding efficiency for both frame-based and
object-based video coding. We propose models that estimate the
rate-distortion characteristics for coded frames and objects, as
well as skipped frames and objects. Based on the proposed
models, we propose three types of rate control algorithms.
The first is for frame-based coding, in which the distortion of
coded frames is balanced with the distortion incurred by frame
skipping. The second algorithm applies to object-based coding,
where the temporal rate of all objects is constrained to be the
same, but the bit allocation is performed at the object-level. The
third algorithm also targets object-based coding, but in contrast
to the second algorithm, the temporal rates of each object may
vary. The algorithm also takes into account the composition
problem, which may cause holes in the reconstructed scene when
objects are encoded at different temporal rates. We propose a
solution to this problem that is based on first detecting changes
in the shape boundaries over time at the encoder, then employing
a hole detection and recovery algorithm at the decoder. Overall,
the proposed algorithms are able to achieve the target bit rate,
effectively code frames and objects with different temporal rates,
and maintain a stable buffer level.

Index Terms— Object-based Coding, MPEG-4, Rate Alloca-
tion, Rate Control, Rate-Distortion, Composition Problem

I. I NTRODUCTION

DURING the past decade, a number of video coding
standards have been developed for communicating video

data. These standards include MPEG-1 for CD-ROM storage
[1], MPEG-2 for DVD and DTV application [2], H.261/H.263
for video conferencing [3], and MPEG-4 for object-based
application [4]. In contrast to MPEG-2 [5], H.263 [6] and
MPEG-4 [10] allow us to encode a video sequence with
variableframeskip, whereframeskipis the number frames that
have been skipped. With this policy, the encoder may choose
to skip frames to either satisfy buffer constraints or optimize
the video coding process.

For the most part, frame skipping has only been employed
to satisfy buffer constraints. In this case, the encoder is forced
to drop frames since limitations on the bandwidth do not
allow the buffer to drain fast enough. Consequently, bits that
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would be used to encode the next frame cannot be added
to the buffer because they would cause the channel buffer
to overflow. We should note that skipping frames could lead
to poor reconstruction of the video since frames are skipped
according to buffer occupancy and not according to content
characteristics.

If frame skipping is allowed, the problem for the coding
efficiency can be stated as follows. Given a video sequence,
should the encoder choose to code more frames with lower
spatial quality or fewer frames with higher spatial quality? It
should be emphasized that the overall distortion of the coded
sequence must also include in its calculations for the distortion
of the skipped frames. This is a point that is often overlooked
in other papers that report data with skipped frames.

The majority of the literature on rate-distortion (R-D) opti-
mization does not touch on temporal aspect [6], [7], [8]. These
papers consider mode decisions for motion and block coding
[6], optimizations on the quantization parameter [7] and frame-
type selection [8]. In these papers, however, it is assumed
that the frame rate is fixed. Although the trade-off between
spatial and temporal quality has been studied by Martins [9],
the trade-off was achieved with a user selectable parameter.

In this paper, we consider three types of coding scenarios.
The first is frame-based coding, in which the distortion of
coded frames is balanced with the distortion incurred by frame
skipping. The second applies to object-based coding, where the
temporal rate of all objects is constrained to be the same, but
the bit allocation is performed at the object-level. The third
scenario also targets object-based coding, but in contrast to the
second scenario, the temporal rates of each object may vary.
In order to enable a trade-off between spatial and temporal
quality to be made, we propose models that estimate the R-D
characteristics for coded and skipped frames/objects. This is
one of the primary contributions of this paper.

Given the proposed R-D models, we propose rate control
algorithms to improve the coding efficiency and maintain
stable buffer levels for the three types of coding scenarios
described above. This is the second contribution of this paper.
Improved coding efficiency is achieved through bit allocation
to the frames or objects, and also by balancing the coded frame
distortion with the distortion incurred by frames that have been
skipped. It should be emphasized that object-based rate control
algorithm have a great deal of flexibility since each object may
be encoded at a different frame rate, and that past work in this
area did not address this problem [10], [11].

One of the key difficulties in coding objects with different
temporal rates is due to the composition problem, in which
holes may appear in the reconstructed scene when objects
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are encoded at different temporal rates [10]. This can easily
be avoided if all the objects in the scene are constrained to
the same temporal rate, i.e., afixed temporal rate. However,
to fully explore the potential coding gains that object-based
coding offers, different temporal rates for each object, i.e.,
variable temporal rates, must be allowed. The third contribu-
tion of this paper is a proposed solution to this problem, in
which changes in the shape boundaries over time are detected
at the encoder, then hole detection and recovery algorithms are
employed at the decoder. Although the idea of detecting the
change in shape boundaries over time was presented in [17],
rate control algorithms that effectively utilize this information
for object-based coding were not described.

The rest of this paper is organized as follows. In Section
II, we discuss the models that we use to estimate rate and
distortion for coded and skipped frames/objects. In Section III,
we propose a frame-based rate control algorithm that considers
a variable temporal rate. In Section IV, we propose a object-
based rate control algorithm with a constrained temporal rate
that considers trade-off in the spatial and temporal quality for
object-based coding. In Section V, we presents the general
framework for object-based coding with variable frameskip,
including rate and buffer constraints that apply for arbitrary
frameskip among objects and propose an object-based rate
control algorithm for this new framework. Also in this section,
we briefly discuss the composition problem and propose a
solution to overcome it. Simulation results to evaluate the
proposed algorithms are presented in Section VI, and some
conclusions are drawn in Section VII.

II. RATE-DISTORTION MODELS

The purpose of this section is to introduce models that
estimate rate and distortion characteristics of video for coders
that use variable frameskip. In order to model the distortion
of skipped frames, we assume that the skipped frames are
interpolated from previous coded frame. While most of the
formulation is provided for video frames, it should be noted
that these models can also be applied to object data as well.

A. Rate Modeling

The relationship between rate and distortion for texture
coding has been given a considerable amount of attention
for rate control applications. For example, in [19], a model
is derived from classic R-D theory and then modified to
match the encoding process of practical encoders. In [20],
a generic rate-quantizer model was proposed which can be
adapted according to changes in picture activity. In [15], a rate
control scheme using a quadratic rate-quantizer (R-Q) model
was presented. Most recently, He and Mitra have proposed aρ-
domain model that estimates the rate based on the percentage
of zeros among quantized coefficients [21]. All of these models
can provide a relationship between the rate and quantizer for a
given set of data. In the results presented later on, the quadratic
R-Q model described in [15] is used. Since this model has
been extensively tested and used in other related works, and
is not very central to this paper, it is not reviewed here. On
the other hand, the skipping of frames is a focal point of this

paper, so it is worthwhile to formally introduce the frameskip
parameter and briefly discuss its impact on the rate.

Given the R-Q relationship for a single frame, the average
bit-rate over time,R, can be expressed as,

R =
i+F∑

k=i

R(tk) ∼= F ·R(tk) (1)

wheretk is the time index,F is the average number of coded
frames per second andR(tk) is the average number of bits
per coded frame. In our experiments, we have confirmed that
R(tk) increases asF decreases.

The parameter that will tie the formulations for the rate
and distortion together is the frameskip parameter,fs, which
represents the distance between two coded frames at a given
time instant, i.e.,fs − 1 represents the number of frames
that have been skipped. This parameter may change at each
coding instant, therefore the relation between this parameter
and the average coded frame rate,F , is defined by the average
frameskip parameter,fs, and is given by,

fs =
Fsrc

F
(2)

where Fsrc is the source frame rate. To be clear,fs is a
parameter that will be used to quantify the distortion due to
frame skipping. In turn, this affects the values offs and F
and ultimately ties back to the average bit-rate,R.

B. Distortion Modeling

We consider a general formulation for distortion that ac-
counts for skipped frames,̄D(Q, fs), where Q represents
the quantization parameter used for coding andfs represents
the frameskip parameter. Furthermore, we denote the average
distortion for coded frames bȳDc(Q) and the average distor-
tion for skipped frames bȳDs(Q, fs). The coded distortion
is dependent on the quantizer, while the temporal distortion
depends on both the quantizer and the amount of frameskip.
Although the frameskip factor does not directly influence
the coded distortion of a particular frame, it does indeed
impact this part of the distortion indirectly. For example, the
amount of frameskip will influence the residual component,
and secondly, it will also have an impact on the quantizer
that is chosen. Therefore, the quantization parameter should
be represented in terms of the previously coded time andfs.
It is important to note that the distortion for skipped frames
has a direct dependency on the quantization parameter in
the coded frames. The reason is that the skipped frames are
interpolated from the coded frames, thereby carrying the same
spatial quality, in addition to the temporal distortion.

Given the above, we consider the average distortion over
the specific time intervaldti, ti+fs ], which is given by,

D̄dti,ti+fs ](Qi+fs , fs) =

1
fs

[
Dc(Qi+fs) +

i+fs−1∑

k=i+1

Ds(Qi, k)

]
(3)

In the above, the distortion over the specified time interval is
due to the spatial distortion of 1 coded frame att = ti+fs
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plus the temporal distortion offs − 1 skipped frames, which
is dependent on the quantizer for the previously coded frame
at t = ti.

1) Distortion for Coded Frames: From classic rate-
distortion modeling [13], it is well-known that the variance
of the quantization error is given by,

σ2
q = a · 2−2R · σ2

z (4)

whereσ2
z is the input signal variance,R is the average rate

per sample anda is a constant that is dependent on thepdf
of the input signal and quantizer characteristics. We use the
above equation to model the spatial distortion for coded frame
at t = ti,

Dc(Qi) = a · 2−2R(ti) · σ2
zi

(5)

where i is the coded time index,Qi is the quantization
parameter for coded frame att = ti, andR(ti) is the average
rate per sample att = ti. The above model is valid for a wide
array of quantizers and signal characteristics.

As stated earlier, we have found that the average bits/frame
increases for larger values offs, which implies that the
amount of frameskip impacts the statistics of the residual.
However, contrary to our intuition, we have found that the
variance remains almost the same regardless of the motion
characteristics within a scene. This indicates that the variance
is not capable of reflecting small differences in the residual
that impact the actual relation between rate and distortion.
The explanation for this phenomenon may be explained by the
the design of the particular coding scheme and is believed to
happen because of the presence of high-frequency coefficients.
Actually, we believe that it is not only their presence, but
also the position of such coefficients. If certain run-lengths
are not present in the VLC table, less efficient escape coding
techniques must be used. This probably means thatfs affects
the pdf of the residual, i.e., the value ofa, while not changing
σ2

zi
much. We feel that theρ-domain analysis in [21] provides

a good framework to study this further.
2) Distortion for Skipped Frame:To model the temporal

distortion due to skipped frames, we assume, without loss
of generality, that a temporal interpolator simply repeats the
previously coded frame. Other interpolators that average past
and future reference frames, or make predictions based on
motion, may still be considered in this framework.

The distortion due to skipped frames can be broken into two
parts: one due to the coding of the reference and another due
to the interpolation error. This can be derived as follows. Let
ψ̂k denote the estimated frame att = tk, ψ̆i denote the last
coded frame atti < tk, and ψ̂k = ψ̆i. Then, the estimation
error att = tk is,

ek = ψk − ψ̂k = ψk − ψ̆i = ψk − ψi︸ ︷︷ ︸
∆zi,k

+ψi − ψ̆i︸ ︷︷ ︸
∆ci

(6)

where ψi and ψk represent the original frame att = ti
and t = tk, respectively.∆zi,k and ∆ci represent the frame
interpolation error and coding error, respectively. Assuming
these quantities are independent, the MSE is given by,

E{e2
k} = E{∆2ci}+ E{∆2zi,k} (7)

which is equivalently expressed as,

Ds(Qi, k) = Dc(Qi) + E{∆2zi,k} (8)

In order to derive the expected MSE due to frame interpola-
tion, we first assume that the frame att = tk is related to the
frame att = ti with motion vectors(∆x(x, y), ∆y(x, y)),

ψk(x, y) = ψi(x + ∆x(x, y), y + ∆y(x, y)) (9)

In the above, it is assumed that every pixel(x, y) has a motion
vector associated with it. In practice, we use block motion
vectors to approximate the motion at every pixel inside the
block. By expanding (9) in a Taylor series, we obtain the
following equation.

ψi(x + ∆x(x, y), y + ∆y(x, y)) =

ψi(x, y) +
∂ψi

∂x
∆xi,k +

∂ψi

∂y
∆yi,k + · · · (10)

where(∂ψi

∂x , ∂ψi

∂y ) represent the spatial gradients in thex and
y directions. Then,

∆zi,k =
∂ψi

∂x
∆xi,k +

∂ψi

∂y
∆yi,k (11)

It should be noted that the above has been expanded using a
first-order Taylor expansion and is valid for small(∆x, ∆y).
This is equivalent to the optical flow equation, where the same
condition on motion is also true. As a result, (11) is less
accurate for sequences with large motion. However, for these
sequences, the accuracy of the estimation is not so critical
since an optimized encoder would not choose to lower the
frame rate for such sequences anyway.

Treating the spatial gradients and motion vectors as ran-
dom variables and assuming the motion vectors and spatial
gradients are independent and zero-mean, we have,

E{∆2zi,k} = σ2
xi

σ2
∆xi,k

+ σ2
yi

σ2
∆yi,k

(12)

where(σ2
xi

, σ2
yi

) represent the variances for thex andy spatial
gradients in frame att = ti, and (σ2

∆xi,k
, σ2

∆yi,k
) represent

the variances for the motion vectors in thex andy directions,
respectively.

3) Practical Considerations:The main practical aspect to
consider is how the equations for the distortion of skipped
frames are evaluated based on current and past data [14]. For
instance, in its current form, (12) assumes that the motion
between i, the current time instant, andk, a future time
instant is known. However, this would imply that motion
estimation is performed for each candidate frame,k. Since
such computations are not practical, it is reasonable to assume
linear motion between frames and approximate the variance of
motion vectors by,

σ2
∆i,k

≈ σ2
∆i−fl,i

·
(

k − i

fl

)2

(13)

where fl denotes the amount of frameskip between the last
coded frame and its reference.

Similarly, estimates of the distortion for the next candidate
frame to be coded (i.e., calculation of (4)) requires knowledge
of a and σ2

zi
, which depends onfs. Since we do not want
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Fig. 1. Comparison of Actual vs. Estimated Distortion for AKIYO. (a) Distortion for Coded Frames (b) Distortion for Skipped Frames : First Skipped
Frames Only (c) Distortion for Skipped Frames : Second Skipped Frames Only.

to perform motion estimation for the entire set of candidate
frames, the actual residuals are not available either. To over-
come this, the residual for the set of candidate frames at a
given time instant is predicted based on the residual of the
current frame att = ti. Since we have observed that changes
in the variance for different frameskip are very small, this
approximation is expected to have a minimal impact on the
estimated distortion. In this way, changes inDc are only
affected by the bit budget for candidate frameskip factors.

4) Accuracy of Distortion Models:To confirm the accuracy
of the distortion models, we devise two sets of experiments.
A first experiment to test the accuracy of the estimated
distortion for coded frames and a second experiment to test
the accuracy of the estimated distortion for skipped frames.
Results are provided for the AKIYO sequence, as this is one
such sequence in which the assumptions for estimating the
distortion for skipped frames hold.

In the first experiment, the sequence is coded at a full frame-
rate of 30fps. Three fixed quantizers are used to code the
sequence,Q = 2 for the first 100 frames,Q = 15 for the
next 100 frames andQ = 30 for the last 100 frames. Fig. 1(a)
shows the estimated distortion for the coded frames, which are
calculated according to (5) witha = 1. From this plot, we note
that the estimated distortion tracks the actual distortion quite
accurately. Similar results have been obtained for sequences
with higher motion [23].

In the second experiment, the sequence is coded at a fixed
rate of 10fps. Fig. 1(b) and Fig. 1(c) show a comparison of
the actual and estimated distortion for the skipped frames. Fig.
1(b) shows the first skipped frames, while Fig. 1(c) shows the
second skipped frames. The plots indicate that the estimated
distortion of skipped frames is quite accurate. In case the
motion in the sequence is large, the distortion due to frame
skipping would be a significant factor in the overall distortion.
In this case, we do not expect the estimation to be accurate
due to the assumptions made in the derivation of this model.
However, it is safe to say that an optimized coder will never
choose to skip frames for such a sequence - we only need to
know that the distortion is high. Rather, it will resort to using
a coarser quantizer until buffer constraints force the encoded
sequence to a lower frame-rate. As a result, the accuracy for
estimating the distortion of the skipped frames is much more
critical for sequences with low to moderate motion.

III. F RAME-BASED RATE CONTROL

Based on the R-D models developed in the previous section,
we describe a frame-based rate control algorithm that accounts
for frameskip.

A. Algorithm Overview

Our objective is to minimize the average distortion given
by (3) subject to constraints on the overall bit rate and buffer
occupancy. Stated formally,

arg min D̄dti,ti+fs ](Qi+fs , fs) (14)

subject to





R̄ ≤ R
Bi + R(ti+fs) < Bmax

Bi + R(ti+fs)− fs ·Rdrain > 0

whereR̄ is the number of generated bit rate,R is the target bit
rate,Bmax is the maximum buffer size in bits,Bi is the current
buffer level, also in bits, andRdrain is the rate at which the
buffer drains per frame.

In order to solve the above problem, we use the rate control
algorithm outlined in Fig. 2. The parameterfl denotes the
amount of frameskip between the last coded frame and its
reference. It should be noted that the parameterδ is used to
limit the change infs from one coded frame to another, similar
to the usual bounding of the quantization parameter.

B. Bit Allocation and Buffer Control

Given a candidate value offs, target bits for the frame are
dependent on this value offs and the buffer occupancy,Bi.

1 Set fs = max{1, fl − δ}, Dmin = ∞.
2 Calculate the target bits for the frame, which is mainly depen-

dent on the current value of fs and Bi.
3 Determine the quantizer value, Qi+fs

using R-Q model.
4 Estimate the distortion using (3).
5 Check if the quantizer and the rate that it expects to produce

still satisfies rate and buffer constraints. If not, skip to last
step since the current value of fs is no longer valid.
Otherwise, continue.

6 If the current distortion is less than Dmin, then replace Dmin

with the current distortion and record encoding parameters.
7 Repeat from step 2 with fs = fs + 1 while new value of fs,

fs ≤ min {fl + δ, fmax}

Fig. 2. Rate Control Algorithm for Frame-based Coding.
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Fig. 3. Coding Modes. (a) Model I (b) Model II

As in [10], initial target bits,TV , are determined according
to the number of remaining bits, the number of frames left
in the sequence and the number of bits spent during the last
frame. The only difference with the initial calculation is that
the remaining number of frames are divided by the candidate
value of fs. In this way, a proportionately higher number of
bits will be assigned when the frameskip is higher. After the
initial target bits,Tv, has been determined, it is scaled by,

TB = TV · B̃i + 2(Bmax − B̃i)
2B̃i + (Bmax − B̃i)

(15)

where the modified buffer fullness,̃Bi, accounts for the current
value of frameskip and is expressed as,

B̃i = Bi − (fs − 1) ·Rdrain (16)

This modification to the traditional buffer fullness must be
made to simulate the lower occupancy level as a result of frame
skipping. Otherwise, the scaling operation in (15) would force
the target too low. If the target is too low for higherfs values,
the resulting quantizer would not be able to differentiate itself
from the quantizers that were computed at lowerfs values. In
this case, it would be difficult for the trade-off between coded
and temporal distortion in (3) to ever be in favor of skipping
frames.

IV. OBJECT-BASED RATE CONTROL: CONSTRAINED

TEMPORAL RATES

In this section, we propose an object-based rate control
algorithm that supports the coding of multiple objects in a
scene, while improving the coding efficiency. The temporal
rate of objects is allowed to vary, but we impose the constraint
that the temporal rates of all objects must be equal. In the
following, we first introduce the different coding modes that
are considered, then provide an overview of the algorithm,
followed by a discussion of bit allocation and buffer issues.

A. R-D Coding Modes

Assuming that a frame att = ti is the last coded frame,
the R-D coding modes determine the manner in which the

following frames are coded. Given a target number of bits,
Fig. 3 shows the possible coding modes for considering the
trade-off between spatial and temporal quality, where Fig. 3(a)
considers trade-off without regard to the current quantizer
value and Fig. 3(b) considers trade-off when the current
quantizer is too large.

Instead of coding frames with a fixed frameskip rate, we
consider coding them with a variable frameskip over a specific
time interval[ti, ti+fs+1]. The value offs is to be determined
and indicates that (fs − 1) frames should be skipped due to a
lack of target bits to code the texture in the next frame. The
number of bits used to code the shape, motion and header
information of the previous frame is used to determine if there
are sufficient number of bits or not.

Given rate and buffer constraints, we present the encoder
with two options as part of Model I:

1) The encoder codes the two successive frames. [CaseA]
2) The encoder skips the current frame and codes the next

frame with the higher target bits allocated by skipping
the current frame. [CaseB]

The above choices are made continuously on a frame-by-frame
basis and are based on the R-D characteristics of the frames
as described further below.

Given the proposed R-D models, we consider the distortion
over the specific time interval[ti, ti+fs+1] for each case. For
CaseA, the distortion of thejth object is defined as,

D̄j
I,A(Qj , fs) = Dc(Qj,i+fs) + Dc(Qj,i+fs+1) (17)

For CaseB,

D̄j
I,B(Qj , fs) = Ds(Qj,i, i + fs) + Dc(Qj,i+fs+1) (18)

In the above, we ignore the temporal distortion of(fs − 1)
skipped objects. If the target bits are sufficient for the current
frame, as is the case for high bit-rates, this distortion will
disappear. Although both cases have the same expression for
the coded distortion (third term), the coded distortion in (18)
will usually be smaller that the coded distortion in (17) since
more target bits are allocated to the latter case. In the event
that the target bits,TA,2, for the second frame is smaller than
the shape, motion and header information,Thdr(t = ti), of the
previously coded frame, the frame att = ti+fs+1 is skipped
in CaseA. As a result, the distortion is given by,

D̄j
I,A(Qj , fs) = Dc(Qj,i+fs)+Ds(Qj,i+fs , i+ fs +1) (19)

As stated earlier, since every object in the current time is
either coded or all objects are skipped, the distortion over all
object are defined by,

dI,A(Q, fs) =
M∑

j=1

D̄j
I,A(Qj , fs) (20)

dI,B(Q, fs + 1) =
M∑

j=1

D̄j
I,B(Qj , fs) (21)

whereM denotes the total number of video objects.
With regard to coding efficiency, we consider the case in

which the current quantizer for the allocated target bits is too
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large. In this case, the encoder should decide whether to code
the current frame with this quantizer or skip several frames and
assign a lower quantizer to the next coded frame as shown in
Fig. 3(b). In typical coding simulations, a large quantizer will
be assigned to a frame at time index (i + fs) due to a high
buffer level leading to an insufficient number of available bits.
Although the buffer occupancy is decreased with frames up
to time index (i + fs) skipped, it should be noted that the
number of available bits is not sufficient to allocate a low
quantizer to a coded frame becausefs is only determined by
the number of bits for the header information of the previous
frame. As a result, the coded frame with low quality is likely
to affect the distortion of several frames to follow. Letfmax

be the last coded time index that the coded frame affects andp
the number of skipped frames for assigning a lower quantizer.
Given the above, we consider the distortion over the specific
time interval[ti, ti+fs+p]. If we ignore the distortion occurred
by a lack of the target bits, we can quantify the distortion of
Model II as follows:

D̄j
II(Qj,i+fs+p, fs + p) =

i+fs+p−1∑
k=i+fs

Ds(Qj,i, k)

+Dc(Qj,i+fs+p) +
i+fmax∑

k=i+fs+p+1

Ds(Qj,i+fs+p, k) (22)

Finally, the distortion over all objects for this case is defined
as,

dII(Q, fs + p) =
M∑

j=1

D̄j
II(Qj,i+fs+p, fs + p) (23)

B. Algorithm Overview

Given the above coding modes, we now consider a rate
control algorithm for object-coding that maximizes the perfor-
mance subject to constraints on the overall bit rate and buffer
occupancy.

For Model I, the coding mode is determined by,

min{dI,A(Q, fs), dI,B(Q, fs + 1)} (24)

where the constraint on the rate is written as,

R̄ ≤ R (25)

The constraints on buffer are given by,

CA,1≡
{

Bi + R(ti+fs) < Bmax

Bi + R(ti+fs)− fs ·Rdrain > 0

CA,2≡
{

Bi+fs +R(ti+fs+1)<Bmax

Bi+fs +R(ti+fs+1)−(fs + 1)·Rdrain >0

CB,1≡
{

Bi < Bmax

Bi − fs ·Rdrain > 0

CB,2≡
{

Bi + R(ti+fs+1) < Bmax

Bi + R(ti+fs+1)− (fs + 1) ·Rdrain > 0

(26)

By considering the constraints on the rate and buffer, we select
CaseA or CaseB with a minimum distortion as a coding mode.

For Model II, the coding mode is determined by,

arg min dII(Q, fs + p) (27)

where the constraint on the rate follows (25). The constraints
on buffer are given by,

CII,p−1≡
{

Bi < Bmax

Bi − (fs + p− 1) ·Rdrain > 0

CII,p≡
{

Bi + R(ti+fs+p) < Bmax

Bi + R(ti+fs+p)− (fs + p) ·Rdrain > 0

(28)

With the constraints on the rate and buffer, we determine the
frameskip value which is the sum offs andp.

In order to control the rate and select the proper coding
mode, we use the algorithm shown in Fig. 4. It should be
noted that the process for Model II is performed when the
current quantizer for the allocated target bits is too large.

C. Bit Allocation and Buffer Control

With regards to bit allocation, given the remaining number
of frames, N ′

r, the calculation of the target bits for the
frame follows the procedures discussed in Section III-B. The
remaining number of frames,N ′

r, and the buffer fullness,̃Bi,
are determined according to the current mode.

For CaseA in Model I, they are changed as follows:

N ′
r = Nr − fs

B̃i = Bi + R(ti+fs)− fs ·Rdrain

(29)

For CaseB in Model I,

N ′
r = (Nr − fs + 1)/2

B̃i = Bi − fs ·Rdrain

(30)

For Model II,

N ′
r = (Nr − fs + 1)/p

B̃i = Bi − (fs + p− 1) ·Rdrain

(31)

whereNr andBi are the remaining number of frames and the
buffer fullness at timeti, respectively.

In order to find appropriate quantizer values for every object
in the scene, we need to distribute the total target bits for

1 Set fs = 1.
2 Calculate the target bits for the frame. See Sec. III-B.
3 Determine whether the current frame should be skipped or not.

If the target bits may not be enough even to code the motion,
shape and header information, increase the value of fs until
the target is larger than information used in the previous
frame. If the frame is skipped, repeat from Step 2.

4 Distribute the target bits according to (32) for each object.
5 Determine the current quantizer and the target bits for each

object subject to constraints on the previous quantizer.
6 Estimate the distortion using (20) and (21). To estimate the

distortion, we need to calculate the target bits for the next
coded VOP as well.

7 Check if the selected quantizer and the rate still satisfy the
rate and buffer constraints. If not, repeat from Step 2 with
Nr = Nr – fs. Otherwise, continue to Step 8.

8 Select the proper coding mode for Model I. See Sec. IV-A
9 Select the proper coding mode for Model II using (27) and

(28). It is important to note that we should have a standard
of judgments for determining a threshold quantizer. However,
it is very difficult to choose the exact value of quantizer
to be considered. In our simulations, we choose 26 as a
threshold value.

10 Encode the next frame.

Fig. 4. Constrained Object-Based Rate Control Algorithm.
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Fig. 5. Object-based Coding with Arbitrary Frameskip.

a frame among the multiple objects. In previous work [10],
[11], [16], the distribution was a function of the size, motion
and mean-absolute difference (MAD) of each object. Once
the target bits for each object were determined, the available
bits for texture were calculated by subtracting the bits used for
motion, shape, and other side information. The main drawback
of this approach is that there may be insufficient bits to code
the texture for very low bit-rate cases, even ifTB is sufficiently
larger than the header bits for the previous frame. To overcome
this problem, we define the following distribution of the total
target,TB , which guarantees that the target bits for thejth
object, Tj , is always larger than the sum of bits used for
motion, shape, and header information, which is denoted as
Thdr:

Tj = (TB − Thdr) · (wmMOTj + wvVARj) + Thdr,j (32)

In the above,MOTj andVARj denote the motion andMAD2

of the jth object as defined in [10]. The weights should be
wm, wv ∈ [0, 1] and satisfy:wm + wv = 1.

V. OBJECT-BASED RATE CONTROL: UNCONSTRAINED

TEMPORAL RATES

In this section, we consider an object-based rate control
algorithm, which in contrast to the previous section, the
temporal rates for each object are unconstrained. In other
words, we have a freedom to choose different frameskip
factors and corresponding quantization parameters for each
object. While this problem shares a number of common issues
with the algorithms presented above, it is unique in that we
now have the opportunity to exploit the varying properties of
each video object, however we must also consider the impact
of rate control decisions on a shared buffer and also address
the composition problem. This section introduces the general
object-based coding framework, presents a set of constraints
on both the rate and the buffer, and presents a solution to
solving the composition problem.

A. Unconstrained Framework

To illustrate the problem being addressed, Fig. 5 shows an
example of object-based coding in which each object has an
arbitrary frameskip. LetM denote the set of object id’s, and
L denote the complete set of time indices.M(l) denotes the
set of coded objects at time indexl (t = tl). Also, given
l ∈ L, let l0 equal the previous value ofl, except whenl is
the first element inL; in that casel0 = 0. For example, in
Fig. 5,M = 0, 1, 2, L = l0, l1, l2, l3, l4, l5, l6, M(l0) = 0, 1, 2,

M(l1) = 0, 2, M(l2) = 1, 2, and so on. Then, the constraint
on the rate can be written as∑

l∈L

∑

j∈M(l)

Rj(t = tl) ≤ Rbudget (33)

whereRj(t = tl) is the number of bits used for thejth object
at t = tl. (33) essentially says that the sum of rates for all
objects at all time instants within the specified time interval
must be less than the calculated bit rate budget over that time
interval.

In order to ensure that buffer overflow and underflow are
avoided at every coded time instant, we have a set of buffer
constraints which are given by

Bi+l0+
∑

j∈M(l)

Rj(t = tl0 : tl)<Bmax; ∀l∈L (34)

Bi+l0+
∑

j∈M(l)

Rj(t = tl0 : tl)−(l−l0)Rdrain >0; ∀l∈L (35)

wherei is the current time index,Bi+l0 is the current buffer
level in bits, Bmax is the maximum buffer size, andRdrain

is the rate at which the buffer drains per time instant.Rj(t =
tl0 : tl) is the number of bits used for thejth VO at time
index from l0 to l.

With the above constraints, it is possible to formulate a
problem that aims to minimize the overall coding distortion.
Such a problem could be solved by searching over all valid
combinations of frameskip factors and quantization parameters
within a specified period of time. However, the complexity
of such a approach is very high. Not only are there many
combinations of frameskip factors and quantization for each
object, but we must also track the individual time instant
that each object is coded. In the following, a low-complexity
object-based coding framework is considered that aims to
improve overall coding efficiency.

B. Algorithm Overview

In this section, we consider the rate control algorithm for a
restricted object-based framework. We refer to this framework
as being restricted since a decision on the frameskip factor of
a particular object is made locally, i.e., without considering
the various combinations of frameskip factors. With this
framework, the proposed algorithm first determines the set of
objects to be coded at the next coding time, and then considers
the bit allocation for each object to be coded.

The purpose of the rate control algorithm is to maximize
the coding performance subject to constraints on the overall
bit rate and buffer occupancy. The problem is formulated as
follows:

min
M(i+fs)⊂M

∣∣dM(i+fs)(Q, fs)
∣∣ (36)

subject to





R̄≤R
Bi+

∑
j∈M(i+fs)

Rj(t = ti+fs)<Bmax

Bi+
∑

j∈M(i+fs)

Rj(t = ti+fs)−fs ·Rdrain>0

where M(i + fs) denotes the set of coded object.
dM(i+fs)(Q, fs) represents the total distortion of objects be-
longing toM(i + fs) at time index(i + fs).
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In order to control the rate and select the optimal coded
object set, we use the rate control algorithm, shown in Fig.
6. With the rate control algorithms presented earlier, if the
target bits are less than the header bits which are used to code
the motion, shape and header information, then the encoder is
forced to skip all objects. In the rate control presented here,
however, the algorithm allows the encoder to code a subset of
objects.

Similar to the frame-based rate control discussed in the
previous section, we distribute the target bits to each object
using (32). In order to support uniform picture quality from
frame to frame, we restrict the current quantizer to the previous
quantizer of the same object [10].

C. Selecting Possible Coded Sets of Objects

We first determine the number of frames to be skipped based
on the current buffer fullness. In case any object cannot be
coded at the current time index, the frameskip factor,fs, is
increased. However, it should be noted that the frameskip rate
for the proposed object-based algorithm is smaller than that
for the frame-based algorithm. This is because a subset of all
objects can be coded within the unconstrained object-based
coding framework.

Based on the buffer constraints given by (34) and (35) with
time index l = (i + fs), we determine the possible set of
objects to be coded at time indexl. For each subset of the set
of object id’s, the subset belongs to the possible coded set,
ML, if it satisfies the constraints on the buffer.

D. Selecting an Optimal Set of Objects

The set of objects to be coded at a particular time instant
is selected based on the total distortion associated with each
frame, which includes both coded distortion due to the quanti-
zation error and skipped distortion due to the skipped objects.

1 Set fs = 1, Dmin =∞
2 Calculate the initial target bits for the current time index, and

scale this target based on the current buffer level and the buffer
size. See Sec. III-B.

3 Compare the target bits with the motion, shape and header
bits of the previous coded objects, and determine the coded
object set, ML, based on the target bits. The set ML

includes all possible subsets of M . In the case that every object
should be skipped, ML is defined as an empty set, and we
repeat from step 2 with fs = fs + 1. See Section V.B.2.

4 Distribute the target bits according to (32) for each object
included in the subset M(i + fs) belonging to ML.

5 Calculate the quantization parameter and the target bits for
each object.

6 Estimate the distortion using (38) and check the buffer condi-
tion using (36).

7 If the current distortion is less than Dmin, then replace Dmin

with the current distortion and record encoding parameters.
8 Repeat from step 4 with the next subset M(i + fs) belonged

to ML.
9 Determine the optimal set of coded objects, M∗(i + fs), with

minimum distortion according to (37) and encode the objects
belonging to this set.

10 Update the next coding time index using fs and M∗(i + fs),
and repeat from step 1.

Fig. 6. Unconstrained Object-Based Rate Control Algorithm.

The optimal set of objects to be coded,M∗(i + fs), are
those that satisfy

dM∗(i+fs)(Q, fs) = min
M(i+fs)⊂ML

∣∣dM(i+fs)(Q, fs)
∣∣ (37)

where,

dM(i+fs)(Q, fs) =∑

j∈M(i+fs)

Dc(Qj,i+fs) +
∑

j /∈M(i+fs)

Ds(Qj,i, fs) (38)

E. Target Bit Allocation and Distribution

The initial target bits,TV , for the current time index is
allocated based on the initial assumption that every object is
coded at the current time index. Similar to the frame-based bit
allocation, the initial target for each object is usually calculated
based on the remaining bits,Tr, the number of bits used for
coding the previousjth object,T̃p,j , the current value offs, the
remaining number of frames,N ′

r and the number of objects.
The remaining number of frames,N ′

r, are subtracted the value
of fs from the remaining number of frames,Nr, at t = ti. If
the jth object is not coded at the previous coded time index,
T̃p,j is assigned the coded bits determined from the actually
coded time index. After the initial target has been determined,
the target bits are scaled according to (15).

Based on the scaled target, we now consider distributing
the available bits to the objects to be coded. LetThdr be
the number of bits used for the shape, motion and header
information of the previous objects belonging to the subset
M(i + fs), i.e.,

Thdr =
∑

j∈M(i+fs)

Tj,hdr (39)

In order to guarantee that the target for thejth object is
always larger thanTj,hdr, we use the distribution given by eqn.
(32). Given the target bits for each object, the quantizer for
each object is calculated using a given rate-quantizer model.

F. Discussion on Composition Problem

This section discusses a solution to the composition prob-
lem, which is a problem associated with the coding of multiple
video objects at varying temporal rates. This problem was
described in [18], and in [17], shape hints that were based
on a Hamming distance metric were proposed to measure
the amount of change in an object boundary between frames.
By using this shape hint, the possibility for the composition
problem to occur could be detected in the encoder. Assum-
ing that some tolerable amount of holes are allowed in the
encoded scene, hole detection and recovery algorithms should
be employed to cover up the undefined pixels. In the following,
encoder and decoder side operations are presented.

To detect and avoid the composition problems in the
encoder, a simple algorithm can be used [18]. First, it is
important to determine the existence of any still objects,
which are either full-rectangular objects that consume the
entire frame or arbitrarily shaped objects that do not move.
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VO 0 : Background VO 1 : Foreground

(a) (b)

Fig. 7. Recovery of frame with Full-rectangular Object. (a) Previous frame
(b) Current frame.

(a) (b)

VO 0 : Foreground VO 1 : Foreground VO 1 : Foreground

Fig. 8. Recovery of frame without Full-rectangular Object. (a) Previous
frame(b) Current frame.

Then, we need to check the possibility of the composition
problem for the moving objects. Since it takes at least two
moving objects to cause the composition problems, we can
immediately apply the proposed object-based rate allocation
to the encoding process if the number of still objects is more
than the total number of objects minus two. If this condition
is not satisfied, we must then determine if the movement of
the non-still objects is tolerable or not. To do so, each shape
hint is compared to an empirically determined threshold. If
the shape hint for the object is smaller than the threshold, the
movement of the objects may be tolerable in the reconstructed
image. If the threshold is exceeded by any one hint, then we
may conclude that too much distortion in the composed scene
will result. However, we should note that due to the sensitivity
of the human visual system, holes may easily be detected even
though they do not impact the average PSNR. In order to
overcome this problem, we consider reducing this effect by
recovering any undefined pixels in the decoder.

In order to reduce the effect of holes in the scene, we first
check for the existence of holes, then restore the detected
hole regions. Fig. 7 shows how to detect the holes in the
reconstructed frame with background object which is a full-
rectangular object. LetAj,c andAj,p be sets that contain pixel
positions of the segmentation map of ajth object at the current
and the previous coded time instant, respectively, and letAj,d

be the difference between these two sets. Then, the setHi

which represents hole regions of the reconstructed frame at
t = ti is calculated by,

Hi =
M−1⋃

j=0

[Aj,d −
M−1⋃

k=0,k 6=j

Ak,c] (40)

If the the jth object is skipped,Aj,d includes no elements.
In case the reconstructed frame consists of arbitrarily-

shaped objects without a background object as shown in Fig.

(a) (b)

Fig. 9. Detection of Hole Regions. (a) Initial Hole Region (b) Exact Hole
Region.

8, the proposed algorithm detects the hole region depicted by
the white region in the Fig. 9(a). In order to detect the exact
hole region as shown in Fig. 9(b), we impose a restriction
on the hole detection algorithm. For the setHi, an element
belongs toHi is discarded if there is no elements of skipped
objects within a search range around pixel positions of the
element. Because the effect of the composition problem is
already minimized at the encoder, it is not necessary to select
a high value for the search range. The empirically determined
value of the search range used in our experiments is 8. We
should note that a search range is not needed if an object with
a background exists.

After detecting the holes in the reconstructed frame, we now
recover the pixels within holes. We assume that one object
is coded and the other is skipped in the frame. Because the
coded object has the original shape of the object, changes of
the coded object result in the degradation by the sensitivity of
the human visual system. Therefore, the pixels within holes
must be recovered from the region of the skipped objects. In
order to recover holes, we use the Euclidean distance between
pixels within holes and pixels in the segmentation plane of
the skipped objects. Each pixel within holes is replaced by he
pixel in the shape boundary of the skipped object that has a
minimum distance between the pixel in the holes and the pixel
in the skipped object.

VI. SIMULATION RESULTS

In order to evaluate the performance of the proposed algo-
rithms, we consider the AKIYO, NEWS and COASTGUARD
sequence. These sequences are encoded at different bit rates
using the standard MPEG-4 rate control algorithm that is
implemented as a part of the MPEG-4 reference software
[12]. The bit rates that we consider range from 10 kbps to
64 kbps for low bit rate testing conditions and from 32 kbps
to 256 kbps for high bit rate test conditions. The sequences
are encoded at the full frame rate of the source sequence on
the input and the buffer size is set to half the bit rate for the
sequence [10], [12].

In Table I, we compared the performance of the proposed
algorithm and that of the reference algorithm in terms of R-
D values. They are calculated over all the frames, including
those frames that are skipped and are simply reconstructed
by copying from the previous frame. At the lowest bit rates,
especially, the proposed method outperforms the reference
method. In the low bit rate simulations, the reference method
is forced to skip frames due to buffer constraints, whereas the
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TABLE I

COMPARISONS OFPSNR VALUES FOR THECONSTRAINED OBJECT-BASED RATE ALLOCATION

Sequence VO Reference Algorithm (VM5) Frame-based Algorithm
32 48 64 128 256 (kbps) 32 48 64 128 256 (kbps)

AKIYO 0 39.13 39.15 39.23 41.87 45.88 39.24 39.23 39.50 42.60 45.71
1 29.12 29.65 30.53 34.37 37.10 30.11 30.31 30.55 34.47 37.55

FOREMAN 0 32.21 30.97 31.12 31.14 31.05 33.00 31.88 31.45 31.20 31.16
1 33.20 30.85 30.40 30.10 30.49 34.87 32.92 31.53 30.42 30.66
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Fig. 10. Comparisons of Buffer Occupancy for the Frame-based Rate Allocation. (a) 32 kbps (b) 64 kbps (c) 256 kbps
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Fig. 11. Ratio of Actual Coded Bits to Target Bits for the Frame-based Rate
Allocation

proposed method skips frames based on buffer constraints as
well as the minimum distortion criteria.

Fig. 10 shows the buffer occupancy for the proposed method
and the reference method from 32 kbps to 256 kbps. As we
can see from the plots in Fig. 10, the buffer occupancy for
the proposed algorithm is quite stable over the broad range of
testing conditions and is always under 100%, although the test
sequence has a large frame size. From these results, we can
say that the buffer has little chance of overflow/underflow. As
shown in Fig. 10(a) and Fig. 10(c), the buffer in the MPEG-4
reference method experiences at least one overflow.

Another key aspect of the proposed algorithm is that the
actual coded bits in the proposed algorithm are similar to the
target bits over a wide range of bit rates. Fig. 11 shows the
ratio of the actual coded bits to the target bits.

In Table II, we compared the performance of the proposed
object-based rate allocation algorithm and that of the reference
algorithm in terms of R-D values. Table II shows that the
proposed method outperforms the MPEG-4 reference method.

While the MPEG-4 reference method is forced to skip VOP’s
due to buffer constraints, the proposed method skips VOP’s
based on buffer constraints as well as the minimum distortion
criteria. We should note that it is not necessary for each time
instant to include every object in the proposed algorithm. We
observe that lower quantizer’s are automatically assigned to a
more interesting foreground object that has a higher motion.

Fig. 12 shows the ratio of the actual coded bits to the
target bits for the object-based rate allocation. From Fig. 12,
we can also observe that actual coded bits are well matched
to the target bits in our proposed algorithm, while there are
significant fluctuations in the MPEG-4 reference method.

Fig. 13 shows the buffer occupancy for the proposed object-
based method and the reference at different sequences and bit
rates. The initial buffer level is set to 0 before coding the first
I-VOP. As we can see in Fig. 13, the buffer occupancy for
the proposed algorithm is quite stable over the broad range
of testing conditions and is always under 100%, although the
test sequences with a large frame size have been encoded. The
occupancy has approximately 60% on average and variations
of about 20%. From these results, we can say that the buffer
has little chance of overflow or underflow, although we do
not show other simulation results. As shown in Fig. 13(a),
Fig. 13(b) and Fig. 13(e), the buffer in the MPEG-4 reference
method experiences at least one overflow.

Fig. 14 and Fig. 15 show the results of the proposed
algorithm for solving the composition problem. Fig. 14 is
one example of the composition problem generated by the
foreground and background object. If two objects construct the
whole frame such as FOREMAN, the existence of the back-
ground object can be easily detected. Fig. 15 is one example
of the composition problem generated by arbitrarily-shaped
object without background object. This test is conducted on
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TABLE II

COMPARISONS OFPSNR VALUES FOR THEUNCONSTRAINED OBJECT-BASED RATE ALLOCATION

Sequence VO Reference Algorithm (VM5) Object-based Algorithm
32 48 64 128 256 (kbps) 32 48 64 128 256 (kbps)

AKIYO 0 39.13 39.15 39.23 41.87 45.88 39.34 40.31 40.93 44.26 45.70
(CIF) 1 29.12 29.65 30.53 34.37 37.10 30.39 30.82 32.46 34.90 38.43

NEWS 0 37.32 37.28 37.30 37.29 42.03 37.36 37.47 37.64 41.89 44.39
(CIF) 1 29.05 29.03 29.00 29.36 33.88 29.11 29.23 29.15 30.83 35.48

2 29.25 29.00 28.95 29.46 33.41 29.58 29.40 29.73 32.63 35.95
10 24 32 48 64 (kbps) 10 24 32 48 64 (kbps)

AKIYO 0 36.63 36.62 36.60 38.04 40.71 36.67 39.63 41.84 44.86 45.25
(QCIF) 1 27.84 28.96 30.26 32.44 33.91 28.94 31.02 32.34 34.14 36.00
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Fig. 12. Ratio of Actual Coded Bits to Target Bits for the Object-based Rate Allocation. (a) AKIYO, CIF (b) AKIYO, QCIF (c) NEWS, CIF.
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Fig. 13. Comparisons of Buffer Occupancy for the Object-based Rate Allocation. (a) AKIYO, CIF, 32kbps (b) AKIYO, CIF, 256kbps (c) AKIYO, QCIF,
24kbps (d) AKIYO, QCIF, 48kbps (e) NEWS, CIF, 64kbps (f) NEWS, CIF, 128kbps
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(a) (b) (c)

Fig. 14. Solution to Composition Problem for a frame with Full-rectangular Object. (a) Initial frame (b) Detected Holes (c) Recovered frame.

two video objects (VO1 and VO2) of the COASTGUARD
sequence. VO1 is a large boat with some motion and complex
shape, while VO2 is a small boat. VO2 goes in the opposite
direction of VO1.

The white areas in Fig. 14(b) shows the result of the hole
detection algorithm using (40). Fig. 14(c) shows the result
of the proposed hole recovery algorithm. As shown in Fig.
14(c), there is no problem with object composition and no
degradation of the picture quality by human visual system.

Fig. 15(b) and Fig. 15(d) show the detected holes and
the recovered frame, respectively, when a search range is
not applied. In Fig. 15(b), the white area and the grey area
represent the detected holes and skipped object, respectively.
The pixels in the white area should be recovered from the
grey area. However, there exist the area that can be against
the human visual system. Fig. 15(c) and Fig. 15(e) show the
results of the hole detection algorithm with the restriction and
its recovered frame, respectively. These results indicate that
the reconstructed frame is more reasonable by human eyes for
the case when the hole regions are recovered within a search
range.

VII. C ONCLUSIONS

In this paper, we have proposed bit allocation algorithms
that consider the trade-off between coded quality and tem-
poral rate. In order to enable the trade-off between them to
be made, we have proposed models that estimate the rate-
distortion characteristics for coded frames and objects, as well
as skipped frames and objects. Based on the proposed models,
we have also proposed rate control algorithms for frame-based
and object-based coding that minimize the overall distortion
considering frameskip. For object-based coding, we considered
an algorithm in which the temporal rates of each object were
constrained and another algorithm in which the temporal rates
were unconstrained. In addition, we have proposed solutions
to the composition problem for the unconstrained coding
scenario.

The distortion for coded frames/objects is expressed by
classic rate-distortion models. For the distortion of skipped
frames/objects, we derived an approximation from the prin-
ciples of optical flow. This approximation is expressed by
a function of the second order statistics of the motion and

spatial gradient and provides reasonably accurate estimates
for sequences with low to moderate motion. For the frame-
based coding, we have proposed a rate control scheme that
minimizes the distortion for video coding with frameskip.

In the constrained object-based framework, we have pro-
posed the rate allocation method where the temporal rate of
all object is constrained to be same, but the bit allocation
is performed at object-level. In this framework, we have
proposed the distortion model for the case that we can easily
encounter during the encoding process. We have also proposed
a distortion model that is applicable when the current quantizer
is too large, especially in lower bit rates. It should be noted
that the trade-off between spatial and temporal quality is au-
tomatically achieved by the encoder. Simulation results show
that the proposed algorithm has an improved performance over
the MPEG-4 reference algorithm, while the actual coded bits
in the proposed algorithm are almost the same as the target
bits over the entire bit rates.

In the unconstrained object-based framework, we have
proposed the rate allocation method where bit allocation is
performed at the object level and temporal rates of different
objects may vary. In contrast to the constrained framework,
the proposed algorithm allows the encoder to code a subset
of objects because the proposed bit allocation is performed
at the object level. By simulating the proposed algorithm
at different test sequences, we observed that the proposed
algorithm improved the coding efficiency about 1-2 dB than
the MPEG-4 reference algorithm, while the actual coded bits
in the proposed algorithm are almost the same as the target
bits over a broad range of testing conditions.

Finally, we have described the composition problem asso-
ciated with the object-based coding and rate allocation and
proposed the methods to overcome this problem. The proposed
algorithm is based on first detection changes in the shape
boundaries over the time at the encoder, then employing a
hole detection and recovery algorithm at the decoder. Although
any holes in the reconstructed frame are negligible and do not
impact the PSNR values by employing the shape hint measures
at the encoder, we considered the hole detection and recovery
algorithm to exclude the effect of the human visual sensitivity.



13

(a) (b) (c)

(d) (e)

Fig. 15. Solution to Composition Problem for a frame without Full-rectangular Object. (a) Reconstructed frame (b) Detected Holes : No Search Range (c)
Detected Holes : Search Range (d) Recovered frame : No Search Range (e) Recovered frame : Search Range
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