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Abstract

This paper describes rate control algorithms that consider the trade-off between coded quality
and temporal rate. We target improved coding efficiency for both frame-based and object-
based video coding. We propose models that estimate the rate distortion characteristics for
coded frames and objects, as well as skipped frames and objects. Based on the proposed
models, we propose three types of rate control algorithms. The first is for frame-based
coding, in which the distortion of coded frames is balanced with the distortion incurred by
frame skipping. The second algorithm applies to object-based coding, where the temporal
rate of all objects is constrained to be the same, but the bit allocation is performed at the
object-level. The third algorithm also targets object-based coding, but in contrast to the
second algorithm, the temporal rates of each object may vary. The algorithm also takes into
account the composition problem, which may cause holes in the reconstructed scene when
objects are encoded at different temporal rates. We propose a solution to this problem that
is based on first detecting changes in the shape boundaries over time at the encoder, then
employing a hole detection and recovery algorithm at the decoder. Overall, the proposed
algorithms are able to achieve the target bit rate, effectively code frames and objects with
different temporal rates, and maintain a stable buffer level.
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Abstract—This paper describes rate control algorithms that would be used to encode the next frame cannot be added
consider the trade-off between coded quality and temporal rate. to the buffer because they would cause the channel buffer
We target improved coding efficiency for both frame-based and 4 gyerflow, We should note that skipping frames could lead

object-based video coding. We propose models that estimate thet tructi f the vid . f Ki d
rate-distortion characteristics for coded frames and objects, as 0 poor reconstruction of the video since irames are Skippe

well as skipped frames and objects. Based on the proposedaccording to buffer occupancy and not according to content
models, we propose three types of rate control algorithms. characteristics.

The first is for frame-based coding, in which the distortion of If frame skipping is allowed, the problem for the coding
coded frames is balanced with the distortion incurred by frame efficiency can be stated as follows. Given a video sequence,

skipping. The second algorithm applies to object-based coding, .
where the temporal rate of all objects is constrained to be the should the encoder choose to code more frames with lower

same, but the bit allocation is performed at the object-level. The Spatial quality or fewer frames with higher spatial quality? It
third algorithm also targets object-based coding, but in contrast should be emphasized that the overall distortion of the coded
to the second algorithm, the temporal rates of each object may sequence must also include in its calculations for the distortion

vary. The algorithm also takes into account the composition o the skipped frames. This is a point that is often overlooked
problem, which may cause holes in the reconstructed scene when.

objects are encoded at different temporal rates. We propose a in other pz_ip_ers that re_port data with sklpped _frames. .
solution to this problem that is based on first detecting changes T he majority of the literature on rate-distortion (R-D) opti-
in the shape boundaries over time at the encoder, then employing mization does not touch on temporal aspect [6], [7], [8]. These
a hole detection an.d recovery algorithm E:i'[ the decoder. Qverall, papers consider mode decisions for motion and block coding
the proposed algorithms are able to achieve the target bit rate, 161 ptimizations on the quantization parameter [7] and frame-
effectively code frames and objects with different temporal rates, - L7
and maintain a stable buffer level. type selection [8]. In these papers, however, it is assumed
Index Terms— Object-based Coding, MPEG-4, Rate Alloca that .the frame rate is fiX(_ad. Although the _trade—off bgtween
tion, Rate Control, Rate-Distortion, Cor’nposition |1->roblem spatial and temporal quallty has been studied by Martins [9],
the trade-off was achieved with a user selectable parameter.
In this paper, we consider three types of coding scenarios.
. INTRODUCTION The first is frame-based coding, in which the distortion of
URING the past decade, a number of video codinco.deq frames is balanced _With the _distortion incur_red by frame
standards have been developed for communicating vidgf)'ppmg' The second "’?pp"e.s 0 object_—based coding, where the
data. These standards include MPEG-1 for CD-ROM storateempc.)ral rate .Of a]l objects is constralneq to be the same, but
- bit allocation is performed at the object-level. The third
[1], MPEG-2 for DVD and DTV application [2], H.261/H.263 e ot pert ob) ;
for video conferencing [3], and MPEG-4 for object-baseacenano also targets object-based coding, but in contrast to the

application [4]. In contrast to MPEG-2 [5], H.263 [6] andsecond scenario, the temporal rates of each object may vary.

MPEG-4 [10] allow us to encode a video sequence witqu order to enable a trade-off between spatial and temporal

variableframeskip whereframeskipis the number frames thatquallty to.bg made, we propose T“Ode's that esumate the RD
have been skipped. With this policy, the encoder may Choogkéaracterlstlcs for coded and skipped frames/objects. This is
: ' one of the primary contributions of this paper.

to skip frames to either satisfy buffer constraints or optimize Given the proposed R-D models, we propose rate control

the video coding process. a{l)gorithms to improve the coding efficiency and maintain

For the most part, frame skipping has only been employ%(?ble buffer levels for the three types of coding scenarios

to satisfy buffer constraints. In this case, the encoder is forc : o I :
: L : &escrlbed above. This is the second contribution of this paper.
to drop frames since limitations on the bandwidth do ne

. . proved coding efficiency is achieved through bit allocation
allow the buffer to drain fast enough. Consequently, bits thé;{]the frames or objects, and also by balancing the coded frame
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are encoded at different temporal rates [10]. This can easigper, so it is worthwhile to formally introduce the frameskip

be avoided if all the objects in the scene are constrainedgarameter and briefly discuss its impact on the rate.

the same temporal rate, i.e. fizaed temporal rate. However, Given the R-Q relationship for a single frame, the average

to fully explore the potential coding gains that object-basdsit-rate over time,R, can be expressed as,

coding offers, different temporal rates for each object, i.e., AT

;{arlabletgmporal rates, must be aIIowgd. The 'Fh|rd contrlbg- B Z R(ty) = F - R(ty) 1

ion of this paper is a proposed solution to this problem, in —

which changes in the shape boundaries over time are detected _

at the encoder, then hole detection and recovery algorithms #feeret is the time indexF' is the average number of coded

employed at the decoder. Although the idea of detecting tfi@mes per second anki(ty) is the average number of bits

change in shape boundaries over time was presented in [PAf coded frame. In our experiments, we have confirmed that

rate control algorithms that effectively utilize this information?(¢x) increases ag’ decreases.

for object-based coding were not described. The parameter that will tie the formulations for the rate
The rest of this paper is organized as follows. In Sectigi'd distortion together is the frameskip parameferwhich

I, we discuss the models that we use to estimate rate dif@resents the distance between two coded frames at a given

distortion for coded and skipped frames/objects. In Section Ifine instant, i.e.,f; — 1 represents the number of frames

we propose a frame-based rate control algorithm that consid&1dt have been skipped. This parameter may change at each

a variable temporal rate. In Section IV, we propose a obje&oding instant, therefore the relation between this parameter

based rate control algorithm with a constrained temporal r&#8d the average coded frame rafe,is defined by the average

that considers trade-off in the spatial and temporal quality ffi@meskip parameter;,, and is given by,

object-based coding. In Section V, we presents the general _ Fare

framework for object-based coding with variable frameskip, fs= ia @)

fameskip among objects and propose. an object based ETE Fir 18 he source frame rate. To be dledt s a

b -among ObJe prop Djec . 5‘ Fameter that will be used to guantify the distortion due to
control algorithm for this new framework. Also in this section

we briefly discuss the composition problem and pro Oseframe skipping. In turn, this affects the valugsf)éf and £
ety . 'position p Propose g4 ultimately ties back to the average bit-rafe,
solution to overcome it. Simulation results to evaluate the

proposed algorithms are presented in Section VI, and some

conclusions are drawn in Section VII. B. Distortion Modeling
We consider a general formulation for distortion that ac-
Il. RATE-DISTORTION MODELS counts for skipped framesD(Q, fs), where @ represents

hie quantization parameter used for coding ghdepresents
frameskip parameter. Furthermore, we denote the average
|stortion for coded frames b§..(Q) and the average distor-
pn for skipped frames byD,(Q, f;). The coded distortion
dependent on the quantizer, while the temporal distortion
epends on both the quantizer and the amount of frameskip.
though the frameskip factor does not directly influence
e coded distortion of a particular frame, it does indeed
) impact this part of the distortion indirectly. For example, the
A. Rate Modeling amount of frameskip will influence the residual component,
The relationship between rate and distortion for textumnd secondly, it will also have an impact on the quantizer
coding has been given a considerable amount of attentidrat is chosen. Therefore, the quantization parameter should
for rate control applications. For example, in [19], a moddde represented in terms of the previously coded time nd
is derived from classic R-D theory and then modified th is important to note that the distortion for skipped frames
match the encoding process of practical encoders. In [2B8hs a direct dependency on the quantization parameter in
a generic rate-quantizer model was proposed which can the coded frames. The reason is that the skipped frames are
adapted according to changes in picture activity. In [15], a raiteterpolated from the coded frames, thereby carrying the same
control scheme using a quadratic rate-quantizer (R-Q) modglatial quality, in addition to the temporal distortion.
was presented. Most recently, He and Mitra have propoged a Given the above, we consider the average distortion over
domain model that estimates the rate based on the percenthgespecific time intervalt;, t,1 ¢, ], which is given by,
of zeros among quantized coefficients [21]. All of these models

The purpose of this section is to introduce models t
estimate rate and distortion characteristics of video for codé
that use variable frameskip. In order to model the distorti
of skipped frames, we assume that the skipped frames q
interpolated from previous coded frame. While most of th
formulation is provided for video frames, it should be note
that these models can also be applied to object data as wem

can provide a relationship between the rate and quantizer for a titis s ) (Qitfr fs) =

given set of data. In the results presented later on, the quadratic 1 i+l 1

R-Q model described in [15] is used. Since this model has A De(Qirr) + Y Ds(Qisk) 3)
been extensively tested and used in other related works, and k=it+1

is not very central to this paper, it is not reviewed here. An the above, the distortion over the specified time interval is
the other hand, the skipping of frames is a focal point of thitue to the spatial distortion of 1 coded frametat ¢;, ¢,



plus the temporal distortion of, — 1 skipped frames, which which is equivalently expressed as,
is dependent on the quantizer for the previously coded frame
att =t,. Ds(Qiak) :Dc(Qi) +E{A22i,k} (8)
‘1) Distortion for Coded Frames:From classic rate- |n order to derive the expected MSE due to frame interpola-
distortion modeling [13], it is well-known that the variancgjon, we first assume that the frametat t; is related to the
of the quantization error is given by, frame att = ; with motion vectors(Az(z, y), Ay(z, y)),

op=a-27. g7 & Ur(r,y) = bi(z + Ax(z,y),y + Ay(z,y)) ()

whereo? is the input signal variancef? is the average rate |n the above, it is assumed that every pikely) has a motion
per sample and is a constant that is dependent on #ef vector associated with it. In practice, we use block motion
of the input signal and quantizer characteristics. We use ti€ctors to approximate the motion at every pixel inside the
above equation to model the spatial distortion for coded framBéock. By expanding (9) in a Taylor series, we obtain the
att =t;, following equation.

Do(Q;) = a- 27280 . 52 (5)
L Vi(r + Ax(z,y),y + Ay(z,y)) =
where i is the coded time index(); is the quantization o, N;
parameter for coded frame &t= ¢;, and R(t;) is the average bilw,y) + 5 ~Aik + ay Ayik+--- (10)
rate per sample dt= ¢;. The above model is valid for a wide
array of quantizers and signal characteristics. where (52, %ff) represent the spatial gradients in thend
As stated earlier, we have found that the average bits/framélirections. Then,
increases for larger values of;, which implies that the Y, N,
amount of frameskip impacts the statistics of the residual. Azip = EAJ?M + By AYi (11)

However, contrary to our intuition, we have found that the

variance remains almost the same regardless of the mojbﬁhomd be noted that the above has been expanded using a

characteristics within a scene. This indicates that the varial gét-(_)rder '!'aylor expansion and is valid f_or smélhz, Ay).

is not capable of reflecting small differences in the residughIs IS equivalent .to the optical flow equation, where th_e same
that impact the actual relation between rate and distortio‘hc.mdltlon on motion 1s al_so true. As a result, (11) is less

The explanation for this phenomenon may be explained by {Rgcurate for sequences with large m?“‘”!- quever, for tht_ase
the design of the particular coding scheme and is believedYpd4eNCes, t_he_ accuracy of the estimation is not so critical
happen because of the presence of high-frequency coefficieftac® an optimized encoder would not choose to lower the
Actually, we believe that it is not only their presence, bJ{ame rgte for such Sequences anyway.

also the position of such coefficients. If certain run-length Treat|r)g the spatial graqllents and r_nohon vectors as ran-
are not present in the VLC table, less efficient escape codi m_varlables_ and assuming the motion vectors and spatial
techniques must be used. This probably means fhaffects gradients are independent and zero-mean, we have,

the pdf of the residual, i.e., the vglue aafwr_\ile_ not chang_ing E{A%z )} = Uziain T Ui"iw . (12)
ofi much. We feel that the-domain analysis in [21] provides ;
a good framework to study this further. Where(aii,agi) represent the variances for theandy spatial

2) Distortion for Skipped FrameTo model the temporal gradients in frame at = ¢;, and (0%, ,,0%,, ) represent
distortion due to skipped frames, we assume, without lo# variances for the motion vectors in theindy directions,
of generality, that a temporal interpolator simply repeats thigspectively.
previously coded frame. Other interpolators that average pasB) Practical Considerations:The main practical aspect to
and future reference frames, or make predictions based @nsider is how the equations for the distortion of skipped
motion, may still be considered in this framework. frames are evaluated based on current and past data [14]. For
The distortion due to skipped frames can be broken into td@stance, in its current form, (12) assumes that the motion
parts: one due to the coding of the reference and another dgéweeni, the current time instant, and, a future time
to the interpolation error. This can be derived as follows. L&tstant is known. However, this would imply that motion

ﬁk denote the estimated frame f@at= ¢, QZZ denote the last estimation is performed for each candidate frareSince
coded frame at; < t;, and qpk = @_ Then, the estimation Such computations are not practical, it is reasonable to assume

error att =t is, linear motion between frames and approximate the variance of
. o . motion vectors by,
ek =V — Ve =V —Vi=Yp — i+ i —t;  (6) 9
Azik Ac; UAzk ~ UAi—fl,i . (fl ) (13)

where ¢; and 1, represent the original frame at = ¢,

andt = ti, respectively.Az; ;, and Ac; represent the frame
interpolation error and coding error, respectively. Assumin?gO
these quantities are independent, the MSE is given by,

where f; denotes the amount of frameskip between the last
ded frame and its reference.

Similarly, estimates of the distortion for the next candidate
frame to be coded (i.e., calculation of (4)) requires knowledge
E{el} = BE{A%;} + E{A%2; 1} (7) of a and o2, which depends oryf,. Since we do not want

z;!
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Fig. 1. Comparison of Actual vs. Estimated Distortion for AKIYO. (a) Distortion for Coded Frames (b) Distortion for Skipped Frames : First Skipped
Frames Only (c) Distortion for Skipped Frames : Second Skipped Frames Only.

to perform motion estimation for the entire set of candidate I1l. FRAME-BASED RATE CONTROL

frames, the actual residuals are not available either. To OVergased on the R-D models developed in the previous section

come this, the residual for the set of candidate frames ayR gescribe a frame-based rate control algorithm that accounts
given time instant is predicted based on the residual of ths; frameskip.

current frame at = t;. Since we have observed that changes

in the variance for different frameskip are very small, this ] )

approximation is expected to have a minimal impact on tfe Algorithm Overview

estimated distortion. In this way, changes . are only Our objective is to minimize the average distortion given
affected by the bit budget for candidate frameskip factors. by (3) subject to constraints on the overall bit rate and buffer

4) Accuracy of Distortion ModelsTo confirm the accuracy occupancy. Stated formally,
of the distortion models, we devise two sets of experiments. .
' argmin Dy 4. it fos fs 14
A first experiment to test the accuracy of the estimated & “““tfs](Q +io §s) (14)
distortion for coded frames and a second experiment to test . R<R
the accuracy of the estimated distortion for skipped frames. subject tq B + R(ti+f,) < Bmax
Results are provided for the AKIYO sequence, as this is one Bi+ R(tivy,) = fs - Rarain > 0

such sequence in which the assumptions for estimating {jfiere is the number of generated bit rafe s the target bit
distortion for skipped frames hold. rate, Bmax is the maximum buffer size in bits3; is the current

In the first experiment, the sequence is coded at a full framuffer level, also in bits, andR,,.i, IS the rate at which the
rate of 30fps. Three fixed quantizers are used to code théffer drains per frame.
sequence() = 2 for the first 100 framesQ) = 15 for the In order to solve the above problem, we use the rate control
next 100 frames an@ = 30 for the last 100 frames. Fig. 1(a)algorithm outlined in Fig. 2. The parametgr denotes the
shows the estimated distortion for the coded frames, which ai@ount of frameskip between the last coded frame and its
calculated according to (5) witlhh= 1. From this plot, we note reference. It should be noted that the paramétes used to
that the estimated distortion tracks the actual distortion quiienit the change inf, from one coded frame to another, similar
accurately. Similar results have been obtained for sequen@gshe usual bounding of the quantization parameter.
with higher motion [23].

In the second experiment, the sequence is coded at a fiYedg;; Allocation and Buffer Control

rate of 10fps. Fig. 1(b) and Fig. 1(c) show a comparison of __ ) ,
the actual and estimated distortion for the skipped frames. Fig Gven a candidate value o, target bits for the frame are
pendent on this value gf, and the buffer occupancyy;.

1(b) shows the first skipped frames, while Fig. 1(c) shows t
second skipped frames. The plots indicate that the estimated
distortion of skipped frames is quite accurate. In case the
motion in the sequence is large, the distortion due to framel Set fs = max{l, fi =6}, Dmin =00.

Lo I . . . Calculate the target bits for the frame, which is mainly depen-
skipping would be a significant factor in the overall distortion. dent on the current value of fs and B..
In this case, we do not expect the estimation to be accurate3 ggﬁ:;tl:i }gu:i gggﬁ?ﬁlﬁ?@?* s, using R-Q model.
due to the assumptions made in the derivation of this model.5 Check if the quantizer and the rate that it expects to produce
However, it is safe to say that an optimized coder will never — Siil satisfies xate and buller cotstraints, b oot el ' "
choose to skip frames for such a sequence - we only need to  Otherwise, continue.
know that the distortion is high. Rather, it will resort to using ®  withthe cnsment distortion and record encoding parametcrs.
a coarser quantizer until buffer constraints force the encoded? ffier;efrxrtmflr?;n itgpﬁ wi;h fs = fs + 1 while new value of f,
sequence to a lower frame-rate. As a result, the accuracy for *° ~ J S dmas
estimating the distortion of the skipped frames is much more

critical for sequences with low to moderate motion. Fig. 2. Rate Control Algorithm for Frame-based Coding.




| Ty || Tap| +e- CaseA following frames are coded. Given a target number of bits,
Fig. 3 shows the possible coding modes for considering the
Ty | -.- CaseB trade-off between spatial and temporal quality, where Fig. 3(a)

considers trade-off without regard to the current quantizer
value and Fig. 3(b) considers trade-off when the current
(@) guantizer is too large.
t Instead of coding frames with a fixed frameskip rate, we
consider coding them with a variable frameskip over a specific
time interval[t;, ;1 s, +1]. The value off; is to be determined
and indicates thatf( — 1) frames should be skipped due to a
lack of target bits to code the texture in the next frame. The
i+fstp number of bits used to code the shape, motion and header
information of the previous frame is used to determine if there
are sufficient number of bits or not.

(0) Given rate and buffer constraints, we present the encoder
Fig. 3. Coding Modes. (a) Model | (b) Model II with two options as part of Model I:

1) The encoder codes the two successive frames. [@hse
] o ] ) ) 2) The encoder skips the current frame and codes the next
As in [10], initial target bits,T},, are determined according frame with the higher target bits allocated by skipping
to the number of remaining bits, the number of frames left  iho current frame. [CasB]
in the sequence and the number of bits spent during the I.ﬁt . .
. . I LS e above choices are made continuously on a frame-by-frame
frame. The only difference with the initial calculation is tha&

|| CodedvoP || skipped vOP

t

i+fs i+fstl

the remaining number of frames are divided by the candida QSIS and are based on the R-D characteristics of the frames

. A . fas described further below.
value of f,. In this way, a proportionately higher number o Given the proposed R-D models, we consider the distortion
bits will be assigned when the frameskip is higher. After the brop '

- : ) S over the specific time intervdt;, ¢;1 r,+1] for each case. For
initial target bits, T, has l?een determlne~d, it is scaled by, CaseA, the distortion of thejth object is defined as,
Bi + 2(Bma.x - Bz)

Tp =Ty - 2B, + (Bone — By) (15) D} A(Qj. fs) = De(Qjivs.) + De(Qjit f.41) (17)

where the modified buffer fullnesg;, accounts for the current For QaseB,
value of frameskip and is expressed as, D7 5(Qj, fs) = Ds(Qjiri + fs) + De(Qjinpo41)  (18)
Bi=Bi — (fs = 1) Rarain (16) In the above, we ignore the temporal distortion (¢f — 1)

kipped objects. If the target bits are sufficient for the current

made to simulate the lower occupancy level as a result of fra gme. as I,ilttr?e cssk;e tfr?r high Elt—rat;ahs, this d|stort|on_W|IIf
skipping. Otherwise, the scaling operation in (15) would forc ISappear. ough both cases have the same expression Tor

the target too low. If the target is too low for highgr values, the coded distortion (third term), the coded distortion in (18)

the resulting quantizer would not be able to differentiate itse\f‘f'" usually be smaller that the coded distortion in (17) since

from the quantizers that were computed at loyievalues. In more target bits are allocated to the latter case. In the event
' g‘at the target bitsT'4 o, for the second frame is smaller than

This modification to the traditional buffer fullness must b

this case, it would be difficult for the trade-off between code h i d header inf i '~ 1) ofth
and temporal distortion in (3) to ever be in favor of skippin € shape, motion and header informa iBpar o i) orthe
reviously coded frame, the frame @at= ¢, s 41 iS skipped

frames. ; i o
in CaseA. As a result, the distortion is given by,
IV. OBJECTFBASED RATE CONTROL: CONSTRAINED D%,A(Qj’ fs) = De(Qjits.) + Ds(Qjitr.ri+ fs+1) (19)

TEMPORAL RATES ) ) o ) _
. . . s stated earlier, since every object in the current time is
In this section, we propose an object-based rate contrg . ; . .

her coded or all objects are skipped, the distortion over all

: : : : . el
algorithm that supports the coding of multiple objects in abject are defined by,

scene, while improving the coding efficiency. The temporgl
rate of objects is allowed to vary, but we impose the constraint Mo

that the temporal rates of all objects must be equal. In the dra(Q, fs) = Dj 4(Q;, f) (20)
following, we first introduce the different coding modes that j=l1

are considered, then provide an overview of the algorithm,

M

followed by a discussion of bit allocation and buffer issues. dre(Q, fs+1) = Z D-} 5(Qj, fs) (21)
j=1

A. R-D Coding Modes where M denotes the total number of video objects.

Assuming that a frame at = ¢; is the last coded frame, With regard to coding efficiency, we consider the case in
the R-D coding modes determine the manner in which thehich the current quantizer for the allocated target bits is too



large. In this case, the encoder should decide whether to cedwere the constraint on the rate follows (25). The constraints
the current frame with this quantizer or skip several frames and buffer are given by,

assign a lower quantizer to the next coded frame as shown in B < B

Fig. 3(b). In typical coding simulations, a large quantizer will CILPlE{Bz, b (fmi: 1) Ray > 0
be assigned to a frame at time indexH f,) due to a high ! s TP drain
buffer level leading to an insufficient number of available bits. ¢y, E{Bi + R(tiyf.+p) < Bmax

Although the buffer occupancy is decreased with frames up P Bi + R(tisf.4p) — (fs + ) - Rarain >0
to time index ¢ + f.) skipped, it should be noted that thewith the constraints on the rate and buffer, we determine the
number of available bits is not sufficient to allocate a lowameskip value which is the sum ¢f andp.

quantizer to a coded frame becay3eis only determined by | order to control the rate and select the proper coding
the number of bits for the header information of the previoygode, we use the algorithm shown in Fig. 4. It should be
frame. As a result, the coded frame with low quality is likely,oted that the process for Model Il is performed when the

to affect the distortion of several frames to follow. L&t.x  current quantizer for the allocated target bits is too large.
be the last coded time index that the coded frame affectgand

the number of skipped frames for assigning a lower quantizer. . i
Given the above, we consider the distortion over the specific Bit Allocation and Buffer Control

time interval[t;, t; 1. +,]. If we ignore the distortion occurred ~ With regards to bit allocation, given the remaining number
by a lack of the target bits, we can quantify the distortion aff frames, N/, the calculation of the target bits for the
Model Il as follows: frame follows the procedures discussed in Section IlI-B. The
remaining number of framesy/, and the buffer fullnessi;,

(28)

_ i+fs+p—1
DI (Qjitfutps fs +p) = > Di(Qjisk) are determined according to the current mode.
k=i+fs For CaseA in Model I, they are changed as follows:
i+ fmax
+De(Qj it sotp) + Ds(Qjitf.4p: k) (22) N, =N, — fs
k=i+fs+p+1 5 (29)
Bi = Bz + R(ti.&.fs) - fs . Rd'rain
Finally, the distortion over all objects for this case is defined .
as, For CaseB in Model I,
M ) N;:(Nr_fs'i'l)/Q (30)
dII(Qafs +p) = ZD-}[(QJ,Z+f§+P7fS +p) (23) B’L :Bszs 'Rdrain
=t For Model 11,
B. Algorithm Overview N/ =(N.—fs+1)/p 31)

Bi = Bi - (fs +p— 1) 'Rdrain

yvhere N, and B; are the remaining number of frames and the
Iffer fullness at time,;, respectively.
In order to find appropriate quantizer values for every object
in the scene, we need to distribute the total target bits for

Given the above coding modes, we now consider a rate
control algorithm for object-coding that maximizes the perfo
mance subject to constraints on the overall bit rate and bu
occupancy.

For Model |, the coding mode is determined by,

min{dI,A(Qvfs)adl,B(Q7fs + 1)} (24)
where the constraint on the rate is written as, 1 Set fu—1
— 2 Calculate the target bits for the frame. See Sec. III-B.
R<R (25) 3 Determine whether the current frame should be skipped or not.
If the target bits may not be enough even to code the motion,
P f shape and header information, increase the value of fs until
The constraints on buffer are given by’ the target is larger than information used in the previous
frame. If the frame is skipped, repeat from Step 2.
C _JBi+ R(ti-i-fs) < Brax 4 Distribute the target bits according to (32) for each object.
A1= B, + R(t ) _ f R >0 5 Determine the current quantizer and the target bits for each
v it+fs $ drain object subject to constraints on the previous quantizer.
B. +R(t, 1) <B 6 Estimate the distortion using (20) and (21). To estimate the
C = i+ fs it+fst max distortion, we need to calculate the target bits for the next
A2 Bity, +R(ti+f3+1) —(fs + 1) Rarain >0 coded VOP as well.
(26) 7 Check if the selected quantizer and the rate still satisfy the
C o .Bz < Bmax rate and buffer constraints. If not, repeat from Step 2 with
B1=\p _ £, - Rarain > 0 N, = N, — fs. Otherwise, continue to Step 8.
? s drain 8 Select the proper coding mode for Model I. See Sec. IV-A
) . 9 Select the proper coding mode for Model II using (27) and
Cg.2= Bi + R(tl+f5+1) < Brax (28). It is important to note that we should have a standard
’ B; + R(ti+f5+1) — (fs + 1) - Rarain > 0 of judgments for determining a threshold quantizer. However,

it 1s very difficult to choose the exact value of quantizer
to be considered. In our simulations, we choose 26 as a
threshold value.

10 Encode the next frame.

By considering the constraints on the rate and buffer, we select
CaseA or CaseB with a minimum distortion as a coding mode.
For Model 11, the coding mode is determined by,

argmind;(Q, fs +p) (27) Fig. 4. Constrained Object-Based Rate Control Algorithm.



.........E:odlng.Tlmg.lnsta.r.lltmm. M(ly) = 0,2, M(l3) = 1,2, and so on. Then, the constraint

on the rate can be written as

> ) Rj(t=1t) < Ruudger (33)

leL jeM(l)
whereR;(t = t;) is the number of bits used for thj¢h object
att = t;. (33) essentially says that the sum of rates for all
objects at all time instants within the specified time interval
must be less than the calculated bit rate budget over that time

Fig. 5. Object-based Coding with Arbitrary Frameskip.

: - : interval.
a frame among the multiple objects. In previous work [10]?
[11], [16], the distribution was a function of the size, motion Indo:;dert to ensured tga; buffertovetzrflowhand undetrflc;m:) afrfe
and mean-absolute difference (MAD) of each object. on&©! te _? ev;z_r);]co ed |meb|ns ant, we have a set of butter
the target bits for each object were determined, the availafi@1Straints which are given by

bits for texture were calculated by subtracting the bits used for B, ,; + > R;(t =t;, : t;) < Buax; VI€L (34)
motion, shape, and other side information. The main drawback JEM(L)

of this approach is that there may be insufficient bits to cod®;;,+ Y. R;(t =t : t;))—(—lo)Rarain >0; Vi€ L (35)
the texture for very low bit-rate cases, evefjf is sufficiently JeM(l)

larger than the header bits for the previous frame. To overcomaere: is the current time indexB;, is the current buffer

this problem, we define the following distribution of the totalevel in bits, B, is the maximum buffer size, anBg,4in

target, 73, which guarantees that the target bits for thk is the rate at which the buffer drains per time instadf(t =

object, T;, is always larger than the sum of bits used fot,, : ¢;) is the number of bits used for thgh VO at time

motion, shape, and header information, which is denoted iaglex from/, to I.

Thar: With the above constraints, it is possible to formulate a

problem that aims to minimize the overall coding distortion.

Tj = (Tp — Thar) - (wimMOT; + wyVAR;) + Thar; (32)  Such a problem could be solved by searching over all valid

In the aboveMOT; and VAR, denote the motion ans[AD? cc.)m.binations pf framegkip fact.ors and quantization paramgters
of the jth object as defined in [10]. The weights should bg!t" @ Specified period of time. However, the complexity
L of such a approach is very high. Not only are there many
Wi, wy € [0, 1] and satisfyzw,, +w, = 1. combinations of frameskip factors and quantization for each
object, but we must also track the individual time instant
V. OBJECTBASED RATE CONTROL: UNCONSTRAINED that each object is coded. In the following, a low-complexity
TEMPORAL RATES object-based coding framework is considered that aims to
g]prove overall coding efficiency.

(D.

In this section, we consider an object-based rate cont}
algorithm, which in contrast to the previous section, thg
temporal rates for each object are unconstrained. In other
words, we have a freedom to choose different frameskip'n this section, we consider the rate control algorithm for a
factors and corresponding quantization parameters for edftricted object-based framework. We refer to this framework
object. While this problem shares a number of common issu@% Peing restricted since a decision on the frameskip factor of
with the algorithms presented above, it is unique in that wie Particular object is made locally, i.e., without considering
now have the opportunity to exploit the varying properties ¢he various combinations of frameskip factors. With this
each video object, however we must also consider the imp&&mework, the proposed algorithm first determines the set of
of rate control decisions on a shared buffer and also addr@&4€cts to be coded at the next coding time, and then considers
the composition problem. This section introduces the genet3€ bit allocation for each object to be coded. o
object-based coding framework, presents a set of constraintd "€ Purpose of the rate control algorithm is to maximize
on both the rate and the buffer, and presents a solution thg coding performance subject to constraints on the overall

Algorithm Overview

solving the composition problem. bit rate and buffer occupancy. The problem is formulated as
follows:
A. Unconstrained Framework MM (a1 (@ 5] (36)
To illustrate the problem being addressed, Fig. 5 shows an R<R
example of object-based coding in which each object has an Bi+ Y. Rj(t=tiis.)<Bmax
arbitrary frameskip. Lef\/ denote the set of object id’s, and Subject t JEM(i+fs)
L denote the complete set of time indicéd(/) denotes the Bi+ > Rj(t=tiss.)fs Rarain>0

set of coded objects at time indéx(t = t;). Also, given JEM(i+fo)

l € L, letly equal the previous value df except when is where M(: + f;) denotes the set of coded object.
the first element inL; in that casel, = 0. For example, in dy4£.)(Q, fs) represents the total distortion of objects be-
Fig.5,M =0,1,2, L =y, l1,l2,13,14,15,15, M(lp) = 0,1,2, longing to M (i + f,) at time index(i + f;).



In order to control the rate and select the optimal coded The optimal set of objects to be codetf*(i + f,), are
object set, we use the rate control algorithm, shown in Fithose that satisfy
6. With the rate control algorithms presented earlier, if the .
target bits are less than the header bits which are used to codéiM*(Hfs)(Qv fs) = M(if}gchL |dM(i+f5)(Qa fs)|
the motion, shape and header information, then the encoder hs
forced to skip all objects. In the rate control presented het‘g, ere,
however, the algorithm allows the encoder to code a subset of darinf) (@, fs) =

(37)

bjects.
o > DeQiirs)+ Y,

Similar to the frame-based rate control discussed in the L
previous section, we distribute the target bits to each object JEM(i+fo)
using (32). In order to support uniform picture quality from

frame to frame, we restrict the current quantizer to the previous _ . o
quantizer of the same object [10]. E. Target Bit Allocation and Distribution

Dy(Qj, fs)(38)

JEM(i+fs)

The initial target bits, 7y, for the current time index is
] ) ) allocated based on the initial assumption that every object is
C. Selecting Possible Coded Sets of Objects coded at the current time index. Similar to the frame-based bit

We first determine the number of frames to be skipped basdipcation, the initial target for each object is usually calculated
on the current buffer fullness. In case any object cannot B&sed on the remaining bitg,, the number of bits used for
coded at the current time index, the frameskip facfor,is coding the previougth object, T}, ;, the current value of;, the
increased. However, it should be noted that the frameskip r&&&naining number of framesy; and the number of objects.
for the proposed object-based algorithm is smaller than thEe remaining number of frames;, are subtracted the value
for the frame-based algorithm. This is because a subset of &I/ from the remaining number of frames/., att = ¢;. If
objects can be coded within the unconstrained object-badB@ jth object is not coded at the previous coded time index,
coding framework. T, ; is assigned the coded bits determined from the actually

Based on the buffer constraints given by (34) and (35) wiffpded time _index. After the initialltarget has been determined,
time index! = (i + f,), we determine the possible set of€ target bits are scaled according to (15). o
objects to be coded at time indéxFor each subset of the set Based on the scaled target, we now consider distributing
of object id's, the subset belongs to the possible coded &€ available bits to the objects to be coded. g, be

My, if it satisfies the constraints on the buffer.

D. Selecting an Optimal Set of Objects

The set of objects to be coded at a particular time instant

the number of bits used for the shape, motion and header
information of the previous objects belonging to the subset

M@+ fs), i.e.,
Z T har

JEM(i+fs)

Thar = (39)

is selected based on the total distortion associated with each

frame, which includes both coded distortion due to the quanti:
zation error and skipped distortion due to the skipped objec

In order to guarantee that the target for tfth object is
lways larger thaff’; .4, we use the distribution given by eqn.
§2). Given the target bits for each object, the quantizer for
each object is calculated using a given rate-quantizer model.

1 Set fs =1, Dimin =00 . . .
2 Calculate the initial target bits for the current time index, and F. Discussion on Composition Problem
scale this target based on the current buffer level and the buffer . . . . .
Scize. See Sec. I1I-B. This section discusses a solution to the composition prob-
3 ompare the target bits with the motion, shape and header : f : . P .
bits of the previous coded objects, and determine the coded lem, which is a prObIem associated with the COdmg of multlple
object set, My, based on the target bits. The set My video objects at varying temporal rates. This problem was
includes all possible subsets of M. In the case that every object . . ; .
should be skipped, My, is defined as an empty set, and we described in [18], and in [1711 Shape hints that were based
repeat from step 2 with fs = fs + 1. See Section V.B.2. i i i
4 Distribute the target bits according to (32) for each object on a Hammmg dIStanPe metrl_c were proposed to measure
included in the subset M(i + f.) belonging to Mr. the amount of change in an object boundary between frames.
5 Safﬁ‘gﬁgzctthe quantization parameter and the target bits for By using this shape hint, the possibility for the composition
6 Estimate the distortion using (38) and check the buffer condi- problem to occur could be detected in the encoder. Assum-
tion using (36). ; i
7 If the current distortion is less than Dinin, then replace Diin Ing that some tolerable am_ount of holes are allowed in the
with the current distortion and record encoding parameters. encoded scene, hole detection and recovery algorithms should
8  Repeat from step 4 with the next subset M(i + f,) belonged be employed to cover up the undefined pixels. In the following
to J\V{L. " !
9 Determinedthe optimal setdof coded3 7objec§s, M ’;i(i +hfs)i0with encoder and decoder side operations are presented.
belonging Clatortion according to (37) and encode the objects To detect .and avoid .the composition problem_s in .th.e
10 Update the next coding time index using fs and M (i + fs), encoder, a simple algorithm can be used [18]. First, it is
and repeat from step 1. important to determine the existence of any still objects
which are either full-rectangular objects that consume the
Fig. 6. Unconstrained Object-Based Rate Control Algorithm. entire frame or arbitrarily shaped objects that do not move.
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@ (0) Fig. 9. Detection of Hole Regions. (a) Initial Hole Region (b) Exact Hole
Region.
Fig. 7. Recovery of frame with Full-rectangular Object. (a) Previous frame
(b) Current frame.
(VOO Foreground 7] VO 1: Foreground A\ VO 1 : Foreground 8, the proposed algorithm detects the hole region depicted by
— the white region in the Fig. 9(a). In order to detect the exact
Q @ hole region as shown in Fig. 9(b), we impose a restriction
on the hole detection algorithm. For the dét, an element
belongs toH; is discarded if there is no elements of skipped
objects within a search range around pixel positions of the
— element. Because the effect of the composition problem is
@ ®) already minimized at the encoder, it is not necessary to select

a high value for the search range. The empirically determined
Fig. 8. Recovery of frame without Full-rectangular Object. (a) Previougalue of the search range used in our experiments is 8. We
frame(b) Current frame. should note that a search range is not needed if an object with
a background exists.
After detecting the holes in the reconstructed frame, we now

Then, we need to check the possibility of the composition . L .
b y b cover the pixels within holes. We assume that one object

. . . . I
problem for the moving objects. Since it takes at least wWe . ) .
moving objects to cause the composition problems, we Cgncoded and the other is skipped in the frame. Because the

: . : .coded object has the original shape of the object, changes of
immediately apply the proposed object-based rate allocatiff . . . s
to the enco)gingpp);ocess if ?he numbjer of still objects is moF e coded object result in the degradation by the sensitivity of

than the total number of objects minus two. If this conditio e human visual system. Therefore, the pixels within holes

is not satisfied, we must then determine if the movement st be recovered from the region of the skipped objects. In

the non-still objects is tolerable or not. To do so, each sha Eder to recover holes, we use the Euclidean distance between

hint is compared to an empirically determined threshold. xels_within hples and pixgls in _th_e segme_ntation plane of
the shape hint for the object is smaller than the threshold, t & Tk'p?ﬁd OﬁJeCtSt') Eacdh plxellc \;\;}lthmkholez |sbr_epltatchedt Ey he
movement of the objects may be tolerable in the reconstruc ge! 1n the shape boundary of the skipped object that has a

image. If the threshold is exceeded by any one hint, then Jnimum distance between the pixel in the holes and the pixel

may conclude that too much distortion in the composed sce'rrfethe skipped object.

will result. However, we should note that due to the sensitivity
of the human visual system, holes may easily be detected even VI. SIMULATION RESULTS

though they_do not impact the average P.SNR' _In order tOIn order to evaluate the performance of the proposed algo-
overcome this problem, we consider reducing this effect b

. : . . r?‘fhms, we consider the AKIYO, NEWS and COASTGUARD
recovering any undefined pixels in the decoder.

: .sequence. These sequences are encoded at different bit rates
In order to reduce the effect of holes in the scene, we flrs‘te.q 9

check for the existence of holes, then restore the detec esdng the standard MPEG-4 rate control algorithm that is
Implemented as a part of the MPEG-4 reference software

roconsiucied frame wih background oject which & 12k, T bt ates that we consider range ffom 10 Kbps 10
9 ) 4 kbps for low bit rate testing conditions and from 32 kbps

ricst?tigail?):‘ ?hbéesc;. Ir_ne:rjnt; 38:’:11; t;;t:?;;i?g?ﬁéaéﬁﬁgﬁ to 256 kbps for high bit rate test conditions. The sequences
P 9 P ) are encoded at the full frame rate of the source sequence on

and the previous coded time instant, respectively, andl Jet . o ;
be the difference between these two sets. Then, theHset the input and the buffer size is set to half the bit rate for the
seguence [10], [12].

which represents hole regions of the reconstructed frame a}n Table I, we compared the performance of the proposed

t =t s calculated by, algorithm and that of the reference algorithm in terms of R-

M1 M1 D values. They are calculated over all the frames, including
Hi= U [Aja = U Apc] (40)  those frames that are skipped and are simply reconstructed
3=0 k=0,k#j by copying from the previous frame. At the lowest bit rates,

If the the jth object is skippedA; 4 includes no elements. especially, the proposed method outperforms the reference
In case the reconstructed frame consists of arbitrariljaethod. In the low bit rate simulations, the reference method
shaped objects without a background object as shown in Figforced to skip frames due to buffer constraints, whereas the
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TABLE |
COMPARISONS OFPSNR \ALUES FOR THECONSTRAINED OBJECTFBASED RATE ALLOCATION

Sequence | VO Reference Algorithm (VM5) Frame-based Algorithm
32 | 48 | 64 [ 128 | 256 (kbps)| 32 | 48 | 64 | 128 | 256 (Kbps)
AKIYO 0 39.13 | 39.15 | 39.23 | 41.87 45.88 39.24 | 39.23 | 39.50 | 42.60 45,71
1 29.12 | 29.65 | 30.53 | 34.37 37.10 30.11| 30.31 | 30.55 | 34.47 37.55
FOREMAN | 0 [ 32.21] 30.97 | 31.12| 31.14 31.05 33.00 | 31.88| 31.45| 31.20 31.16
1 33.20 | 30.85| 30.40 | 30.10 30.49 34.87 | 32.92 | 31.53 | 30.42 30.66
Akiyo, 30Hz, CIF, 2VO, 32 kbps Akiyo, 30Hz, CIF, 2VO, 64 kbps Akiyo, 30Hz, CIF, 2VO, 256 kbps

140 ' ' " Reference Method 4 " Reference Method " Reference Method 4
Proposed Algorithm ------- Proposed Algorithm ------- Proposed Algorithm -------
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Fig. 10. Comparisons of Buffer Occupancy for the Frame-based Rate Allocation. (a) 32 kbps (b) 64 kbps (c) 256 kbps

oy, 30ra, CIF, V0, 300 Frames While the MPEG-4 reference method is forced to skip VOP’s
Proposed Algontm —— due to buffer constraints, the proposed method skips VOP’s
based on buffer constraints as well as the minimum distortion
L5 1 criteria. We should note that it is not necessary for each time
instant to include every object in the proposed algorithm. We
o5 | i observe that lower quantizer's are automatically assigned to a
more interesting foreground object that has a higher motion.
Fig. 12 shows the ratio of the actual coded bits to the
P e w0 0 w0z ao target bits for the object-based rate allocation. From Fig. 12,
Fate(ons we can also observe that actual coded bits are well matched
Fig. 11. Ratio of Actual Coded Bits to Target Bits for the Frame-based R&i@ the target bits in our proposed algorithm, while there are
Allocation significant fluctuations in the MPEG-4 reference method.
Fig. 13 shows the buffer occupancy for the proposed object-
) ~ based method and the reference at different sequences and bit
proposed method skips frames based on buffer constraints &8s, The initial buffer level is set to 0 before coding the first
well as the minimum distortion criteria. I-VOP. As we can see in Fig. 13, the buffer occupancy for

Fig. 10 shows the buffer occupancy for the proposed methgfk proposed algorithm is quite stable over the broad range
and the reference method from 32 kbps to 256 kbps. As Wetesting conditions and is always under 100%, although the
can see from the plots in Fig. 10, the buffer occupancy f@gst sequences with a large frame size have been encoded. The
the proposed algorithm is quite stable over the broad rangegelcupancy has approximately 60% on average and variations
testing conditions and is always under 100%, although the testabout 20%. From these results, we can say that the buffer
sequence has a large frame size. From these results, we [§g4 little chance of overflow or underflow, although we do
say that the buffer has little chance of overflow/underflow. Asot show other simulation results. As shown in Fig. 13(a),
shown in Fig. 10(a) and Fig. 10(c), the buffer in the MPEG-#ig. 13(b) and Fig. 13(e), the buffer in the MPEG-4 reference
reference method experiences at least one overflow. method experiences at least one overflow.

Another key aspect of the proposed algorithm is that theFig. 14 and Fig. 15 show the results of the proposed
actual coded bits in the proposed algorithm are similar to tggorithm for solving the composition problem. Fig. 14 is
target bits over a wide range of bit rates. Fig. 11 shows tame example of the composition problem generated by the
ratio of the actual coded bits to the target bits. foreground and background object. If two objects construct the

In Table Il, we compared the performance of the proposedole frame such as FOREMAN, the existence of the back-
object-based rate allocation algorithm and that of the referergiund object can be easily detected. Fig. 15 is one example
algorithm in terms of R-D values. Table Il shows that thef the composition problem generated by arbitrarily-shaped
proposed method outperforms the MPEG-4 reference methobject without background object. This test is conducted on

[Actual Coded Bits]/[Target Bits]
=
N
I
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TABLE Il
COMPARISONS OFPSNR \ALUES FOR THEUNCONSTRAINED OBJECTFBASED RATE ALLOCATION

Sequence| VO Reference Algorithm (VM5) Object-based Algorithm
32 | 48 | 64 [ 128 [ 256 (Kbps)| 32 | 48 | 64 | 128 [ 256 (Kbps)
AKIYO 0 39.13 | 39.15| 39.23 | 41.87 45.88 39.34 | 40.31 | 40.93 | 44.26 45.70
(CIF) 1 29.12 | 29.65| 30.53 | 34.37 37.10 30.39 | 30.82 | 32.46 | 34.90 38.43
NEWS 0 37.32 | 37.28 | 37.30 | 37.29 42.03 37.36 | 37.47 | 37.64 | 41.89 44.39
(CIF) 1 29.05 [ 29.03 | 29.00 | 29.36 33.88 29.11] 29.23 ] 29.15] 30.83 35.48
2 29.25 | 29.00 | 28.95 | 29.46 33.41 29.58 | 29.40 | 29.73 | 32.63 35.95
10 24 32 48 | 64 (kbps) | 10 24 32 48 | 64 (Kbps)
AKIYO 0 36.63 | 36.62 | 36.60 | 38.04 40.71 36.67 | 39.63 | 41.84 | 44.86 45.25
(QCIF) 1 27.84 | 28.96 | 30.26 | 32.44 33.91 28.94 | 31.02 | 32.34 | 34.14 36.00
Akiyo, 30Hz, CIF, 2VO, 300 Frames Akiyo, QCIF, 2VO, 300 Frames News, 30Hz, CIF, 3VO, 300 Frames
125 T T T T T 125 T T T T 145 T T T T T
Reference Method Reference Method Reference Method
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Fig. 12. Ratio of Actual Coded Bits to Target Bits for the Object-based Rate Allocation. (a) AKIYO, CIF (b) AKIYO, QCIF (c) NEWS, CIF.

Akiyo, 30Hz, CIF, 2O, 32 kbps Akiyo, 30Hz, CIF, 2VO, 256 kbps Akiyo, QCIF, 2V0, 24 kbps
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Fig. 13. Comparisons of Buffer Occupancy for the Object-based Rate Allocation. (a) AKIYO, CIF, 32kbps (b) AKIYO, CIF, 256kbps (c) AKIYO, QCIF,
24kbps (d) AKIYO, QCIF, 48kbps (e) NEWS, CIF, 64kbps (f) NEWS, CIF, 128kbps
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Fig. 14. Solution to Composition Problem for a frame with Full-rectangular Object. (a) Initial frame (b) Detected Holes (c) Recovered frame.

two video objects (VO1 and VO2) of the COASTGUARDspatial gradient and provides reasonably accurate estimates
sequence. VO1 is a large boat with some motion and compliex sequences with low to moderate motion. For the frame-
shape, while VO2 is a small boat. VO2 goes in the opposibased coding, we have proposed a rate control scheme that
direction of VO1. minimizes the distortion for video coding with frameskip.

The white areas in Fig. 14(b) shows the result of the hole
detection algorithm using (40). Fig. 14(c) shows the resultIn the constrained object-based framework, we have pro-
of the proposed hole recovery algorithm. As shown in Figosed the rate allocation method where the temporal rate of
14(0), there is no prob|em with Object Composition and n%” ObjeCt is constrained to be same, but the bit allocation
degradation of the picture quality by human visual system.is performed at object-level. In this framework, we have

Fig. 15(b) and Fig. 15(d) show the detected holes affoposed the distortion model for the case that we can easily
the recovered frame, respectively, when a search rangeefgounter during the encoding process. We have also proposed
not applied. In Fig. 15(b), the white area and the grey ar@ddistortion model that is applicable when the current quantizer
represent the detected holes and skipped object, respectivi§lyioo large, especially in lower bit rates. It should be noted
The pixels in the white area should be recovered from that the trade-off between spatial and temporal quality is au-
grey area. However, there exist the area that can be agatﬁgﬁatica“y achieved by the encoder. Simulation results show
the human visual system. Fig. 15(c) and Fig. 15(e) show tHeat the proposed algorithm has an improved performance over
results of the hole detection algorithm with the restriction arfie MPEG-4 reference algorithm, while the actual coded bits
its recovered frame, respectively. These results indicate tHaithe proposed algorithm are almost the same as the target
the reconstructed frame is more reasonable by human eyeshfés over the entire bit rates.

the case when the hole regions are recovered within a search ) ,
range. In the unconstrained object-based framework, we have

proposed the rate allocation method where bit allocation is
performed at the object level and temporal rates of different
objects may vary. In contrast to the constrained framework,
In this paper, we have proposed bit allocation algorithmifie proposed algorithm allows the encoder to code a subset
that consider the trade-off between coded quality and tegf objects because the proposed bit allocation is performed
poral rate. In order to enable the trade-off between them 4@ the object level. By simulating the proposed algorithm
be made, we have proposed models that estimate the rafedifferent test sequences, we observed that the proposed
distortion characteristics for coded frames and objects, as Walhorithm improved the coding efficiency about 1-2 dB than
as skipped frames and objects. Based on the proposed modgls.MPEG-4 reference algorithm, while the actual coded bits

we have also proposed rate control algorithms for frame-basgdthe proposed algorithm are almost the same as the target
and ObjeCt'based COding that minimize the overall diStOftiqﬂts over a broad range of testing conditions.

considering frameskip. For object-based coding, we considered
an algorithm in which the temporal rates of each object wereFinally, we have described the composition problem asso-
constrained and another algorithm in which the temporal rateisted with the object-based coding and rate allocation and
were unconstrained. In addition, we have proposed solutigm®posed the methods to overcome this problem. The proposed
to the composition problem for the unconstrained codirglgorithm is based on first detection changes in the shape
scenario. boundaries over the time at the encoder, then employing a
The distortion for coded frames/objects is expressed byple detection and recovery algorithm at the decoder. Although
classic rate-distortion models. For the distortion of skippeghy holes in the reconstructed frame are negligible and do not
frames/objects, we derived an approximation from the priimnpact the PSNR values by employing the shape hint measures
ciples of optical flow. This approximation is expressed bgt the encoder, we considered the hole detection and recovery
a function of the second order statistics of the motion aradgorithm to exclude the effect of the human visual sensitivity.

VII. CONCLUSIONS



Fig. 15. Solution to Composition Problem for a frame without Full-rectangular Object. (a) Reconstructed frame (b) Detected Holes : No Search Range (c)
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(d) (e)

Detected Holes : Search Range (d) Recovered frame : No Search Range (e) Recovered frame : Search Range
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