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Abstract

In time-hopping impulse radio, a number of frames are allocated for each information symbol.
In each of these frames, one ultra-wideband pulse is transmitted. During demodulation of the
received signal, these pulses need to be optimally combined in order to achieve the lowest bit
error probability. for a single-user system over an additive white Gaussian noise channel, an op-
timal linear scheme is the one in which samples from the received pulses in different frames are
added with equal weight. However, in multiuser and/or frequency-selective environments, the
contributions from different frames should be combined considering the minimum mean square
error (MMSE) criterion in order to obtain low bit error rates. Moreover, in frequency-selective
environments, where the receiver obtains samples from different multipaths, those multipath
components should also be combined optimally. In this paper, we consider optimal and subopti-
mal linear receivers for a given user in a frequency-selective multiuser environment. The optimal
linear receiver combining all the samples from the frames and the multipath components, accord-
ing to the MMSE criterion is designed. Due to the complexity of this receiver, two suboptimal
receivers are considered: i) An optimal frame combining receiver, which optimally combines
the samples from the frames, while combing different multipath components suboptimally. ii)
An optimal multipath combining receiver, which combines the samples from different multipath
components optimally, while combining the samples from the frames suboptimally. In this paper,
these optimal and suboptimal linear receivers are designed and their performance is evaluated via
simulations.
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Abstract—In time-hopping impulse radio, a number of
frames are allocated for each information symbol. In each
of these frames, one ultra-wideband pulse is transmitted.
During demodulation of the received signal, these pulses
need to be optimally combined in order to achieve the
lowest bit error probability. For a single-user system over
an additive white Gaussian noise channel, an optimal
linear scheme is the one in which samples from the received
pulses in different frames are added with equal weight.
However, in multiuser and/or frequency-selective environ-
ments, the contributions from different frames should be
combined considering the minimum mean square error
(MMSE) criterion in order to obtain low bit error rates.
Moreover, in frequency-selective environments, where the
receiver obtains samples from different multipaths, those
multipath components should also be combined optimally.
In this paper, we consider optimal and suboptimal linear
receivers for a given user in a frequency-selective multiuser
environment. The optimal linear receiver combining all the
samples from the frames and the multipath components,
according to the MMSE criterion is designed. Due to the
complexity of this receiver, two suboptimal receivers are
considered: i) An optimal frame combining receiver, which
optimally combines the samples from the frames, while
combining different multipath components suboptimally.
i) An optimal multipath combining receiver, which com-
bines the samples from different multipath components
optimally, while combining the samples from the frames
suboptimally. In this paper, these optimal and suboptimal
linear receivers are designed and their performance is
evaluated via simulations.

1. INTRODUCTION

Recently, communication systems that employ ultra-
wideband (UWB) signals have drawn considerable at-
tention. UWB systems occupy a bandwidth larger than
500 MHz; due to the large spreading factors and low
power spectral density, they can coexist with incumbent
systems in the same frequency range. The recent Fed-
eral Communications Commission (FCC) rulings ([1],
[2]) specify the regulations for UWB communication
systems in the US. Similar rulings are expected in the
near future in Europe and Japan as well.
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for Wireless Telecommunications.

2Also at the Department of Electroscience, Lund University, Lund,
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Impulse radio (IR) systems, which transmit very short
pulses with a low duty cycle, are typically employed to
implement UWB systems ([3]-[5]). In an IR system,
a number of frames are allocated to each information
symbol. In each frame, a UWB pulse is transmitted and
its position in the frame is determined by a time-hopping
(TH) sequence [3].

The number of frames/pulses that are sent per infor-
mation symbol is denoted hy ;. In a single user system
over an additive white Gaussian noise (AWGN) channel,
the received signal consists 6f; pulses inN; frames.
After matched-filtering and sampling, the contributions
from the frames are added with equal weight to form the
decision variable [3]. In considering a multiuser environ-
ment, the contributions from different frames can have
different signal-to-interference-plus-noise ratios (SINR)
depending on the TH sequences of the users. Therefore,
equally-weighted contributions from the different frames
no longer form an optimal decision variable. Also, in
a frequency-selective environment, there can be self-
interference, also called inter-frame interference (IFI),
due to multipath, which affects the optimal combining
of the frame components at the receiver.

Apart from different contributions fromv, frames,
there is also diversity due to the frequency-selective en-
vironment. Optimal combination of different multipath
components is affected by multiple access interference
(MAI) and IFI. In other words, we need to consider
the optimal combination of contributions from bai¥y
different frames and the different multipath components.

In this paper, we first consider the optimal linear
receiver for a given user in the frequency-selective
multiuser environment, which combines all the samples
from the received signal according to the minimum
mean square error (MMSE) criterion. Due to the com-
plexity of this optimal receiver, we also consider two
suboptimal receivers with lower complexity. The first
receiver is called an optimal frame combining (OFC)
receiver, which combines the samples from different
frames according to the MMSE criterion and combines
the samples from different multipath components ac-
cording to the maximal ratio combining (MRC) scheme.
The other receiver is called an optimal multipath com-
bining (OMC) receiver, which combines the contribu-
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Fig. 1. An example time-hopping |mpulse radio signal with pulse-

based polarity randomization, wheré; = 6, N. = 4, the time
hopping sequence i2,1,2,3,1,9 and the polarity codes afer1,+1,-
1,+1,-1,+%.

tions from different multipath components optimally,
while combining the contributions from different frames
suboptimally.

The remainder of the paper is organized as fol-
lows. Section 2 describes the signal model for an IR
system and presents a discrete-time representation of
the received signal. Section 3 investigates the optimal
linear receiver that combines all the components of the
received signal according to the MMSE criterion. The
OFC and the OMC receivers are presented in Section 4
and Section 5, respectively. After simulation results are
presented in Section 6, some conclusions are drawn in
Section 7.

2. SGNAL MODEL

We consider a synchronous, binary phase shift keyed
TH-IR system with K" users, in which the transmitted
signal from uselk is represented by:
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wherep,.(t) is the transmitted UWB pulseZy, is the
bit energy of usek, T} is the average pulse repetition
time (also called the “frame” time)lV; is the number
of pulses representing one information symbol, and
b(’?)N | € {+1, -1} is the binary information symbol
transmitted by usek. In order to allow the channel
to be shared by many users and avoid catastrophic
collisions, a time-hopping (TH) sequen{:e?“}, where
cgk) € {0,1,...,N. — 1}, is assigned to each user. This

TH sequence provides an additional time shifb;:WTc
seconds to thegth pulse of thekth user whererl, is
the chip interval and is chosen to satisfy < T;/N.

in order to prevent the pulses from overlapping. The
random polarity coded ) are binary random variables
taking valuest1 with equal probability ([6]-[8]).

Assuming a tapped-delay-line channel model with
multipath resolutionT,, the discrete channel model
a®) = [ ... "] is adopted for usek, whereL is
assumed, Without loss of generality, to be the number of
multipath components for each user. Then, the received
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Fig. 2. Match-filtering, sampling and despreading of the received

signal.

signal can be expressed as
K o)
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(I —1DT.) + onn(t), (2)

where p,..(t) is the received unit-energy UWB pulse,
andn(t) is a zero mean white Gaussian noise with unit
spectral density.

Consider a filter matched to the UWB pulgg, (¢),
as shown in Figure 2. The output of this filter is sampled
at instants when the patliscs £ arrive in each frame,
where L = {l4,...,In} with M < L. Due to possible
collisions, the actual numbelV of total samples per
information symbol can be smaller thaN;M. The
samples at the output of the matched filter are despread
by the polarity code of a user of interest, say user
(Figure 2).

The discrete signal at thi#h path of thejth frame
can then be expressed, for tith information bit, a$

ST»Abi +nyj, (3)

T =

for l =1;,....,lpy andj = iNy,..., (i + 1)Ny —

where A = dlag{\/El/N e \/EK/N 1 by
M- .-b§K>]T andn,; ~ N(O, 02). s is a K x 1
vector, which can be expressed as a sum of the de-
sired signal part (SP), inter-frame interference (IFI) and
multiple-access interference (MAI) terms:

S1,j = sl(“jp) + SZ(IFI) + Z(JJVIAI), 4)
where thekth elements can be expressed as
(1) _
sism] =qo F . ®
Ik o, k=2,....K
B, (1) (1) (1) _
[S(I.F’) _ 2nmyea,, dman’, k=1
bk 0, k=2 K
(6)
st ], = o (b, (5 o
o Jk dj Z(n,’m,)erf;) dw'on”, k=2,...,K ~’
7

3In the context of IR systems, spreading and despreading by random
polarity codes are not intended for expanding the bandwidth of the
signal. It mainly helps reduce the effect of MAI [6] and eliminate the
spectral lines [8].

4Note that the dependence of ; on the index of the information
bit, ¢, is not shown explicitly.



with
Aij={(n,m):ne{l,...,L}, me F;, m#j,
mTy + DT, +nT. = Ty + VT +IT.} (8)
and
BY ={(nm):ne{l,.... L}, me F,
mTy + BT, +nT. = jTy + VT +IT.}, (9)

where F; = {iNy,..., (i +1)Ny — 1}.

Note that.4;; is the set of frame and multipath
indices of pulses from usérthat originate from a frame
different from thejth one and collide with théth path
of the jth pulse of used. Similarly, B ’; is the set of
frame and path indices of pulses from usehat collide
with the Ith path of thejth pulse of useil.

For simplicity of the analysis, we assume a guard
interval between information symbols that is equal to the
length of the channel impulse response (e.g. [9]), which
avoids inter-symbol interference (1SI). Therefore, for bit
i, we only consider the interference from the pulses in
the frames of the current symbal namely, from the
pulses in frames$Ny, ..., (i+1)N; — 1.

3. LINEAR MMSE RECEIVER

In this section, we consider a linear receiver for user
1 that combines all the samples from the received signal
optimally, according to the MMSE criterion.

Letr be anN x 1 vector denoting the distinct samples
71,5 for (l7j) e L x {1, . ,Nf}:

r= (1) -
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where "M m; = N denotes the total number of
samples, withV < MNf.
Using (3),r can be expressed as

r = SAb; +n, (11)

where A and b; are as in (3) anch ~ N(0, o21).
S is a signature matrix, which has;-fj (see (4)
through (7)) for(l,j) € C as its rows, wher&€ =

(i), g, (i) (g i)
From (4)- (7) S can be expressed zS;* S( P) +
SUFID) 1 g(MAD) Then, after some manipulations,

becomes

FEy
r:bg”,/N (a+e)+SMADADL, +n, (12
f

wherea = [a{'17, - a()1T 17, with 1,, denoting
anm x 1 vector of aII ones, ane is an NV >< 1 vector
whose elements akg ; = djl) Z d' )an) for
(1,7) € C.

A linear receiver combines the elements ofand
obtains a decision variable as follows:

Y1 = OTra

(n,m)eA; ;

(13)

where@ is the weighting vector.
The MMSE weights that maximize the SINR of the
received signal in (12) can be obtained [10] as

OrivisE = Rv_vi (04 + e) (14)

wherew; = S(MAD Ab; + n andR,,, = E{w;w]}.
Assuming equiprobable information symbols, the corre-
lation matrix can be expressed as

Ry, = S(MAIL) A2 (S(MA”)T + oiI. (15)
Then, the linear MMSE receiver becomes
Bt = sign{r"R, (a+e)}. (16)

Note that this receiver requires the inversion ofar N
matrix (N < M Ny). Hence, it can be very complex in
some situations. Therefore, we investigate some subop-
timal linear receivers in the following subsections.

4. OPTIMAL FRAME COMBINING (OFC)

In this case, the multipath components in each frame
are added according to the MRC criterion. Then, those
combined components in the frames are combined ac-
cording to the MMSE criterion. That is, the decision
variable is given by

(i+1)Ns—1

D

J=iNy

1
VDI

lel

Y2 = (17)

where iy, ...,
for the ith bit.
From (3),y2 can be expressed as

Yo = 7? (Z Ozl(l)slAbi + Zal(l)fl

el lel

Yi+1)n,—1 are the weighting factors

l) ,  (18)

where v; = [yin; - - 7u+1)n,-1]" is the vector of
weighting coefficientsiy = [nyin, - - 1y (i 1)n,—1)"
is the noise vector, which is d|str|buted A§0, 021),

and Sl is an Ny x K matrix, whose jth row is
stin 151+ Using (4)-(7),S can be expressed & =

S(SP) 4 SUFI)  §(MAD) Then, we get
+W2> )

E R
o (13 [l + el
(19)

lel leL
where €; is an Nf x 1 vector whosejth element
1) 1 (1)
dsz+J71 Z(n,m)EAL,iNf+J 1 dm Qn

andwy =), . al(l)él(MAI)Abi + X erq )fll

From (19), the MMSE weights can be obtained as

Yumse = Ry, (Z 2 s+ Za(l)él> ,

leL leC
(20)

Y2 =

is CliNg+j—1 =



where

Ry, = Z (1)S(MAI)A2 Z

leL lel
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(21)

It is straightforward to show that{f;, ]} = 021
for [y = l;. Whenl; # l5, the element at rowj; and
column jo, [E{nllnl2}]7 i’ is equal too? if j; N, +

(1) + 11 = joN. + c( ) + Iy and zero otherwisej{ =
ZNf,.. (Z+1)Nf 1andj2 —ZNf,.. (Z+1)Nf 1)

We note from (19) and (20) that the OFC receiver,
b( ) = sign{y}, requires the inversion of aiv; x Ny
matrix. The reduction in complexity compared to the
optimal linear MMSE receiver of the previous section
is due to the suboptimal combination of the multipath
components.

The SINR of the system can be expressed as

FEq
SINROFC = fX2 R X2
Ny

1 1
= Y01y, + X0,

(22)

wherex,

5. OPTIMAL MULTIPATH COMBINING (OMC)

Now consider a receiver that combines different mul-
tipath components optimally, according to the MMSE
criterion, while employing equal gain combining (EGC)
for contributions from different frames. In this case, the
decision variable is given by

=> 5

lel

(i+1)Nj—1

D

j=iNy

(23)

Tl,5,

where3 = [, - f1,,]7 is the weighting vector.
Using (3),y3 can be expressed as

(i+1)Ny—1

>

j=iNy

yz = 87 [S;Ab; + ;] |, (24)

wheren; = [ny, ;- -mny,, ;]* is the noise vector, which

is distributed as\ (0, 21) and ST] is an M x K
signature matrix, whose:th row iss; .. Using (4)-(7),

S can be expressed &= S(57) + S(IFI) + S(MAID)
Then, we get

E (’L+1)Nf 1
y3:,8T b(l) IF; Nfa+ Z éj + w3 |,

j= sz
(25)

wherea = [q; . al(il)} éj isanM x1 vector Whose
mth element i |$lm,] d Z(n m)eA; AVl and

w3 —Z(1+1)Nf 15

(]V[AI) (1+1)N 1~
J 1Nf Ab +Z a n

j=iNy j*

From (25), the MMSE weights are chosen as

(i+1)Ny—1
Barwse =Ryh [ Nya+ Y &), (26
j=iNy
where
(i+1)Nj—1 (i+1)Nj—1
S(MAT S(MAT
Rw, = >, SM0a2 3 ()
j:iNf j:iNf
(27)
ZJrl)Nf 1 (1+1)Nf 1
+ ) > E{n;al}. (28)

]1 7Nf _]2 le

It can be observed that{la;, n], } = o1 for j; = ja.
When j; # jo, the element at row; and columnis,
[E{ﬁjlﬁJTZ}]l ,+ is equal too2 if I} N, + cl(ll) +j1 =

lo N, +c§j) + jo and zero otherwisd{( € £ andi; € L).

We note from (25) and (26) that the OMC receiver,
b( ) = = sign{ys }, needs to invert thé/ x M/ matrix R,
The reduction in the complexity compared to the optimal
linear receiver in Section 3 is the result of suboptimal
combination of the contributions from different frames.

The SINR of the system can be expressed as

SINRO]WC = £X3 R X3
Ny
wherez; = Nya + Z(Z_j\),Nf 'e,.

From the previous equat|ons the following property
follows:

Property: Consider a single user system where the
pulses in a frame never collide with any pulse in another
frame. In other words, there is no IFl and MAI. In this
case, the expressions for SINR can be shown to reduce
to

(29)

SINRorc = SINRoyc = — Z
T lec

(30)

6. SMULATION RESULTS

In this section, we consider the downlink of a TH-
IR system with5 users & = 5), where B, = 1
Vk. The number of chips per framey,., is equal
to 10 and the discrete channel is given lay*) =
[—0.4019 0.5403 0.1069 — 0.0479 0.0608 0.0005] Vk
[11]. The TH sequences and polarity codes of the users
are chosen from appropriate uniform distributions, and
the results are averaged over different realizations.

In the first scenario, the number of frames per symbol,
Ny, is equal tol0 and the first three multipaths are
sampled at the receiver; that i8,= {1, 2, 3}. Figure 3
shows the bit error probability (BEP) for different SNR
values. From the figure, it is observed that the optimal
linear receiver performs the best as expected. The OFC
receiver performs better than the OMC receiver in this
case, which implies that there is a greater diversity
gain in combiningl0 different frames than combinirg)
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Fi?. 3. BEP versus SNR for &-user TH-IR over the channel
a®) = [-0.4019 0.5403 0.1069 — 0.0479 0.0608 0.0005] Vk,
where N, = 10 and Ej 1 Vk. The number of frames per
information bit, Ny, is 10 and the first three paths are combined
at the receiver.
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Fi?. 4. BEP versus SNR for &-user TH-IR over the channel
a®) = [-0.4019 0.5403 0.1069 — 0.0479 0.0608 0.0005] Vk,
where N, 10 and FEy 1 Vk. The number of frames per
information bit, Ny, is 2 and all the multipath components are
combined at the receiver.

multipath components. Also note that the OFC receiver
needs to invert a0 x 10 matrix while the OMC receiver
needs the inversion of3x 3 matrix. Finally, the conven-
tional RAKE receiver, which performs EGC across the
frames and MRC across the multipath components, has
the highest BEP values due to its suboptimal combining
schemes in both diversity domains.

In Figure 4,N; = 2 and all the paths of the received
signal are sampled; that i€, = {1,2,3,4,5,6}. From
the plot, it is observed that the optimal linear receiver
is the best and the conventional RAKE is the worst,
as expected. However, in this case, the OMC receiver

performs better than the OFC receiver becangeis
small in this case and optimally combining these two
components is less important than the optimal combi-
nation of the six multipath components. Also note that
the SNR is increased by decreasing the noise power.
Hence, after some point, the BEP does not decrease
much, since the errors are mainly due to MAI and IFI.

7. CONCLUDING REMARKS

We have considered optimal and suboptimal linear
receivers for TH-IR systems. The optimal linear receiver
performs MMSE combining of all the received samples.
It gives the best BEP performance, but its complexity
is usually very high. Therefore, we have proposed the
OFC receiver, which combines the contributions from
the frames optimally, while performing MRC for the
received multipath components. Finally, we have consid-
ered the OMC receiver, which combines the components
from different frames with equal weight while using
the MMSE criterion for the multipath components.
Depending on the system parameters, the OMC receiver
could beat the OFC receiver and vice versa.

These receivers may not be very practical in real
environments. However, they provide important theo-
retical references for more practical receivers. Further-
more, these receivers may be feasible, in downlinks of
some TH-IR systems, where the base station (or the
piconet coordinator) transmits information about the TH
sequences and polarity codes of all the users.
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