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Abstract

This chapter presents the ISO/IEC MPEG-7 Multimedia Content description Interface Standard
from the point of view of managing semantics in the context of multimedia applications. We de-
scribe the organisation and structure of the MPEG-7 Multimedia Description schemes, which are
metadata structures for describing and annotating multimedia content at several levels of granu-
larity and abstraction. As we look at MPEG-7 semantic descriptions, we realise they provide a
rich framework for static descriptions of content semantics. As content semantics evolves with
interaction, the human user will have to compensate for the absence of detailed semantics that
cannot be specified in advance. We explore the practical aspects of using these descriptions in
the context of different applications and present some pros and cons from the point of view of
managing multimedia semantics.
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ABSTRACT

This chapter presents the ISO/IEC MPEG-7 Multimétiietent description Interface
Standard from the point of view of managing sentani the context of multimedia
applications. We describe the organisation andtire of the MPEG-7 Multimedia
Description schemes, which are metadata structaretescribing and annotating
multimedia content at several levels of granulaaityg abstraction. As we look at
MPEG-7 semantic descriptions, we realise they pi@wa rich framework for static
descriptions of content semantics. As content séigsgevolves with interaction, the
human user will have to compensate for the absehdetailed semantics that cannot be
specified in advance. We explore the practicakats of using these descriptions in the
context of different applications and present sgnos and cons from the point of view
of managing multimedia semantics.

1. Introduction

MPEG-7 is an ISO/IEC Standard that aims at progd standard way to describe
multimedia content, to enable fast and efficierdrsking and filtering of audiovisual

content. MPEG-7 has a broad scope to facilitatections such as indexing,

management, filtering, authoring, editing, browsingvigation, and searching content
descriptions. The purpose of the standard is tcri®e the content in a machine-
readable format for further processing determingthk application requirements.

Multimedia content can be described in many difiengays depending on the context,
the user, the purpose of use and the applicatianado In order to address the
description requirement of a wide range of applicet, MPEG-7 aims to describe



content at several levels of granularity and abstra to include description of features,
structure, semantics, models, collections and magdsabout the content.

Initial research focus on feature extraction teghes influenced the description of
content at the perceptual feature level. Examplassoal features that can be extracted
using image processing techniques are colour, shagdexture. Accordingly, there are
several MPEG-7 Descriptors (Ds) to describe videatures.  Similarly there is a
number of low level Descriptors to describe audamtent at the level of spectral,
parametric and temporal features of an audio sighehile these Descriptors describe
objective measures of audio and visual featuresy tre inadequate for describing
content at a higher level of semantics to desam&tionships among audio and visual
descriptors within an image or over a video segmédinis need is addressed through the
construct called Multimedia Descriptions Scheme @JDalso referred to simply as
Description Scheme (DS). Description schemesdasgned to describe higher-level
content features such as regions, segments, olgjedtsvents, as well as metadata about
the content, its usage, etc. Accordingly theresaneeral groups or categories of MDS
tools.

An important factor that needs to be consideredemtescribing audiovisual content is
the recognition that humans start to interpret @egtribe the meaning of the content that
goes far beyond visual features and cinematic oactstintroduced in films. While such
meanings and interpretations cannot be extractemratically, as they are contextual,
they can be described using free text descriptiBEG-7 handles this aspect through
several description schemes that are based onwstddree text descriptions.

As our focus is on management of multimedia serogntve look at MPEG-7 MDS
constructs from two perspectives: (a) the levebnularity offered while describing
content and (b) the level of abstraction availatdedescribe multimedia semantics.
Section 2 provides an overview of the MPEG-7 cartssr and how they hang together.
Section 3 looks at MDS tools to manage multimedimantics at multiple levels of
granularity and abstraction. Section 4 takes a labkhe whole framework form the
perspective of different applications. Section 5Sesgnts some discussions and
conclusions.

2. MPEG-7 Content Description and Organisation

The main elements of MPEG-7 as described in the GH?EDverview document [2] are

a set of tools to describe the content, a langtagiefine the syntax of the descriptions,
and system tools to support efficient storage amghsmission, execution and
synchronization of binary encoded descriptions.

The Description Tools provide a set of Descript(®3 that define the syntax and the
semantics of each feature, and a library of DeBoripSchemes (DS) that specify the
structure and semantics of the relationships betveeir components, that may be both
Descriptors and Description Schemes. A desoripdif a piece of audiovisual content is
made up of a number of D’s and DS’s determinedheyapplication. The description



tools can be used to create such descriptions,hwfiom the basis for search and
retrieval. A Description Definition Language (DPis used to create and represent the
descriptions. DDL is based on XML and hence allthesprocessing of descriptions in a
machine-readable format. Content descriptionateteusing these tools could be stored
in variety of ways. The descriptions could be pbghy located with the content in the
same data stream or the same storage system, rajlefficient storage and retrieval.
However, there could be instances where contentitandescriptions may not be co-
located. In such cases, we need effective waysytehsonise the content and its
Descriptions.  System tools support multiplexaiglescription, synchronization issues,
transmission mechanisms, file format, etc. Figurd2]l shows the main MPEG-7
elements and their relationships.
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Figure 1. MPEG-7 Elements

MPEG-7 has a broad scope and aims to address ¢ks néseveral types of applications
[3]. MPEG-7 descriptions of content could include:

« Information describing the creation and producpoocesses of the content
(director, title, short feature movie).

- Information related to the usage of the contenpyadght pointers, usage history,
and broadcast schedule).

« Information of the storage features of the constarage format, encoding).

« Structural information on spatial, temporal or gpa¢mporal components of the
content (example: scene cuts, segmentation inmegregion motion tracking).

« Information about low-level audio and visual featin the content (example:
colors, textures, sound timbres, melody description

« Conceptual information of the reality captured hg tontent (example: objects
and events, interactions among objects).



« Information about how to browse the content in flicient way (example:
summaries, variations, spatial and frequency sulalda

+ Information about collections of objects.

« Information about the interaction of the user with content (user preferences,
usage history).

MPEG-7 Multimedia Description Schemes (MDS) areadata structures for describing
and annotating audiovisual content at several $eokgranularity and abstraction (to
describe what'’s in the content) and metadata sarg#ion about the content. These
Multimedia Descriptions Schemes are described usMy to support readability at the
human level and processing capability at the machanel.

MPEG-7 Multimedia DS’s are categorised and orgahisto the following groups:

Basic Elements, Content Description, Content Mamegg, Content Organization,
Navigation and Access, and User Interaction. FiQusbows the different categories and
resents a big picture view of Multimedia DS’s.
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Figure 2: Overview of MPEG-7 Multimedia DescriptiSghemes [2].

Basic Elements

Basic elements provide the fundamental construttslafining MPEG-7 DS’s. This
includes basic data types and a set of extendedtgpés such as vectors, matrices to
describe the features and structural aspects ofcdméent. The basic elements also
include constructs for linking media files, localig specific segments, describing time
and temporal information, place, individual/s, gyeuorganizations, and other textual
annotations.

Content Description



MPEG-7 DS’s for content description are organisatb itwo categories: DS’s for
describing structural aspects and DS’s for deswgilwonceptual aspects of the content.
The structural DS’s describe audiovisual conterd atructural level organised around a
segment. Th&gment DS represents the spatial, temporal or spatio-teahtructure of
an audiovisual segment. TBegment DS can be organised into a hierarchical strudire
produce a table of contents for indexing and séagcaudiovisual content in a structured
way. The segments can be described at differeceptual levels using Descriptors for
colour, texture, shape, motion, and so on. Theeptual aspects are described using
Semantic DS, to describe objects, events and abstract ptsicéhe structure DS’s and
semantic DS’s are related by a set of links thédteedifferent semantic concepts to
content structure. The links relate semantic cptscéo instances within the content
described by the segments. Many of the contesdrggion DS'’s are linked to D’s are
linked to DS’s in content management group.

Content Management
MPEG-7 DSs for content management include toottesxribe information pertaining to
creation and production, media coding, storagefiafbrmats, and content usage.

Creation information provides information relatedhe creators of the content, creation
locations, dates, other related material, etc. &loesild be textual annotations or other
multimedia content such an image such as a Iofais also includes information related
to classification of the content from a viewer'srgmf view.

Media information describes information includirgdtion, storage and delivery
formats, compression and coding schemes, and vengtory based on media profiles.

Usage information describes information relatedgage rights, usage record, and related
financial information. While rights managemennat handled explicitly, the Rights DS
provides references in the form unique identifterexternal rights owners and regulatory
authorities.

Navigation and Access

The DS’s under this category facilitate browsing agtrieval of audiovisual content.
There are DS'’s that facilitate browsing in differgrays based on summaries, partitions
and decompositions and other variations. $imamary DS’s support hierarchical and
sequential navigation modes. Hierarchical summaran be described at different levels
of granularity, moving from coarse high-level déstions to more detailed summaries of
audiovisual content. Sequential summaries provisiegqaence of images and frames
synchronised with audio and facilitate a slide sistyle of browsing and navigation.

Content Organisation

The DS’s under this category facilitate organisamgl modelling collections of
audiovisual content descriptions. T@ellection DS helps to describe collections at the
level of objects, segments, and events, basedimmon properties of the elements in the
collection.



User Interaction

This set of DS’s describes user and usage prefesensage history to facilitate
personalization of content access, presentatiorcansumption.

For more details of the full list of DS’s, the reads referred to the MPEG-7 URL at:
http://www.chiariglione.org/mpeg/standards/mpeqg{¥éar7.htmand [1].

3. Representation of Multimedia semantics

In the previous section we described the MPEG-&itoaots and the method of
organising the MDS from a functional perspectivepeesented in various official
MPEG-7 documents. In this section we look at tseaBd DS’s from the perspective of
addressing multimedia semantics and its managenwatlook at the levels of
granularity and abstraction that MPEG-7 Ds and $ésable to support. The structural
aspects of content description are meant to descohtent at different levels of
granularity ranging from visual descriptors to temrg) segments. The semantic DS’s are
developed for the purpose of describing contesewéral abstract levels in a free text,
but in a structured form.

MPEG-7 deals with content semantics by considémmagrative worlds.” Since MPEG-7
targets description of multimedia content, whichnm®stly narrative in nature, it is
reasonable for it to view the participants, backaah context, and all the other
constituents of a narrative as the narrative wdddch narrative world can exist as a
distinct semantic description. The components & $emantic descriptions broadly
consist of entities that inhabit the narrative werltheir attributes and their relationships
with each other.

3.1 Levels of Granularity

Let us consider a video of a play that consist$oaf acts. Then we can segment the
video temporally into four parts corresponding ke tacts. Each act can be further
segmented into scenes. Each scene can be segrmeatsdots while a shot is defined as
a temporally continuous segment of video captured Bingle camera. The shots can in
turn be segmented into frames. Finally, each framae be segmented into Spatial
Regions. Note that each level of the hierarchy denidelf to meaningful semantic
description. Each level of granularity lends itstdf distinctive D’s. For instance, we
could use thetexture descriptor to describe the texture of spatial negioSuch a
description is clearly confined to the lowest legklthe hierarchy we just described. The
2-D shape descriptors are similarly confined byirdébn. Each frame can also be
described using the scalaldelor descriptor, which is essentially a color histograin
shot consisting of several frames however has telseribed using théroup of Frames
color descriptor, which aggregates the histograms othallconstituent shots using for
instance, the median. Note that while it is possiiol extend th&€olor description to a
video segment of any length of time, it is most megful at the shot level and below.
The MotionActivity descriptor can be used to meaningfully describyelamgth of video,
since it merely captures the “pace” or action ie #deo. Thus, a talking head segment



would be described as “low action” while a “car s&ascene would be described as
“high action.” A one-hour movie that mostly consisif car chases could reasonably be
described as “high action.” The motion trajectorgsctiptor on the other hand is
meaningful only at the shot level and meaninglésang lower or higher level. In other
words, each level of granularity has its own setppropriate descriptors that may or
may not be appropriate at all levels of the hidrarcThe aim of such description is to
enable content retrieval at any desired level ahglarity.

3.2 Levels of Abstraction

Note that in the previous section, the hierarckynshed from the temporal and spatial
segmentation, but not from any conceptual poini@lv. Therefore such a description
does not let us browse the content at varying $esEsemantic abstraction that may exist
at a given constant level of temporal granulafiy: instance, we may be only interested
in dramatic dialogues between characters A anddhecase, and in any interactions
between character A and character B in anothee Mhatt the former is an instance of the
latter and therefore is at a lower level of abgioac In the absence of multi-layered
abstraction, our content browsing would have teibiger excessively general through
restriction to the highest level of abstractionercessively particular through restriction
to the lowest level of abstraction. Note that tuanan being, the definition of “too
general” and “too specific” depends completely loe meed of the moment, and therefore
is subject to wide variation. Any useful repres¢inn of the content semantics has to
therefore be at as many levels of abstraction asipie.

Returning to the example of interactions betweenctiaracters A and B, we can see that
the semantics consists of the entities A and B) teir names being their attributes and
whose relationship with each other consists ofver@us interactions they have with
each other. MPEG-7 considers two types of abstiaclihe first is media abstraction, i.e.
a description that can describe more than onenaostaf similar content. We can see that
the description “all interactions between characteand B,” is an example of media
abstraction since it describes all instances ofia@dwhich A and B interact. The
second type of abstraction is formal abstractionyhich the pattern common to a set of
multimedia examples contains placeholders. Thergesmn “interaction between any

two of the characters in the play” is an examplswith formal abstraction. Since the
definition of similarity depends on the level ottaiéof the description and the
application, we can see that these two forms dfadtson allow us to accommodate a
wide range of abstraction from the highly absttadhe highly concrete and detailed.

Furthermore, MPEG-7 also provides ways to des@istract quantities such as
properties, through the Property element, and quecéhrough th€oncept DS. Such
guantities do not result from an abstraction oéatity, and so are treated separately. For
instance, the beauty of a painting is a propertyiamot the result of somehow
generalizing its constituents. Concepts are defasedollections of properties that define
a category of entities but do not completely chiaraae it.



Semantic entities in MPEG-7 mostly consist of nareaworlds, objects, events,
concepts, states, places and times. The objecteveamds are represented by Olgect
andEvent DS’s respectively. Th®bject DS andEvent DS provide abstraction through a
recursive definition that allows for example subeg@rization of objects into sub-
objects. In that way, an object can be represeatitatlitiple levels of abstraction. For
instance, a continent could be broken down intdinent-country-state-district etc., so
that it can be described at varying levels of samoa@nanularity. Note that th@bject DS
accommodates attributes so as to allow for theatigin we mentioned earlier, i.e.
abstraction that is related to properties rathan tpeneralization of constituents such as
districts. The “hospitable nature of the contingmtthabitants” for instance cannot result
from abstraction of districts to states to couisteéc.

Semantic entities can be described by labels,tbytaal definition, or in terms of
properties or of features of the media or segmientghich they occur. Th&emanticBase

DS contains such descriptive elements. The Abstralctvel data type in the
SemanticBase DS describes the kind of abstraction that has peeiormed in the
description of the entity. If it is not presenteththe description is considered concrete. If
the abstraction is a media abstraction, then timesion of the AbstractionLevel

element is set to zero. If a formal abstractiopressent, the dimension of the element is
set to one or higher. The higher the value ishigker is the abstraction. Thus, a value of
2 would indicate an abstraction of an abstraction.

TheRelation DS rounds off the collection of representation $dor content semantics.
Relations capture how semantic entities are cordesith each other. Thus examples of
a relation is “doctor-patient,” “student-teachett.eNote that since each of the entities in
the relation lends itself to multiple levels of &tastion and the relations in turn have
properties, there is further abstraction that tedubm relations.

4. Applications

As we cover MPEG-7 semantic descriptions, we redhat they provide a rich
framework for static description of content semesitBuch a framework has the inherent
problem of providing an embarrassment of richesclwmakes the management of the
browsing very difficult. Since MPEG-7 content settiesis very graph-oriented, it is
clear that it does not scale well as the numbeoatepts/events/objects goes up.
Creation of a deep hierarchy through very fine sginaubdivision of the objects would
result in the same problem of computational inttbitity. As the content semantic
representation is pushed more and more towardsigahlanguage representation,
evidence from natural language processing reseadatates that the computational
intractability will be exacerbated. In our view thfore, the practical utility of such
representation is restricted to cases in whicleeitie concept hierarchies are not
unmanageably broad, or the concept hierarchiesa@renmanageably deep or both.

Our view is that in interactive systems, the humses will compensate for the
shallowness or narrowness of the concept hieras¢hreugh their domain knowledge.
Since humans are known to be quick at sophistigateckssing of data sets of small size,



the semantic descriptions should be at a broae scdlelp narrow down the search
space. Thereafter, the human can compensate fab#®nce of detailed semantics
through use of low-level feature based video bragigechniques such as video
summarization. Therefore, MPEG-7 semantic reprasients would be best used in
applications in which a modest hierarchy can healpow down the search space
considerably. Let us consider some candidate Giins:

Educational Applications

At first glance, since education is after all irded to be systematic acquisition of
knowledge, a semantics-based description of alctmtent seems reasonable. Our
experience indicates that restriction of the desiom to a narrow topic allows for a rich
description within the topic of research and mdkes successful learning experience
for the student. Any application in which the irtien is to learn abstract concepts, an
overly shallow concept hierarchy will be a hindranklence, our preference for
narrowing the topic itself to limit the breadthtb& representation so as to buy some
space for a deeper representation. The so calteddmment” systems fall in the same
general category with varying degrees of comproreteeen the richness of the
descriptions and the size of the database. Sudltafpns include tourist information,
cultural services, shopping, social, film and raaliochives etc.

Information Retrieval Applications

Applications that require retrieval from an archbased on a specific query rather than a
top-down immersion in the content, typically cohsivery large databases in which
even a small increase in the breadth and deptheafepresentation would lead to an
unacceptable increase in computation. Such apigirsainclude journalism,

investigation services, professional film and raafichives, surveillance, remote sensing,
etc. Furthermore, in such applications, the acguraguirements are much more
stringent. Our view is that only a modest MPEG-iiteat semantics representation
would be feasible for such applications. Howeveenea modest semantic representation
would be a vast improvement over current retrieval.

Generation of MPEG-7 Semantic Meta-Data

It is also important to consider how the descripgiovould be generated in the first place.
Given the state of the art, the semantic meta\datdd have to be manually generated.
That is yet another challenge posed by large-syatems. Once again, the same strategy
of either tackling modest databases, or creatindasiorepresentations or a combination
of both would be reasonable. Once again, if thegdion of the meta-data is integrated
with its consumption in an interactive applicatitime user could enhance the meta-data
over time. This is perhaps a challenge for futesearchers.



5. Discussion and Conclusion

Managing multimedia content has evolved arounduhdescriptions and/or processing
audiovisual information and indexing them usingdees that can be automatically
extracted. The question is how do we retrieve tregent in a meaningful way. How can
we correlate user’'s semantics with archivist's setina? Even though MPEG-7 DS’s
provide a framework to support such descriptionBB®-7 is still a standard for
describing features of multimedia content. Althiodlgere are DS’s to describe the
metadata related to the content, there is stil@ig describing semantics that evolves
with interaction and user’s context. There isaistaspect to the descriptions, which
limits adaptive flexibility needed for differentpgs of applications. Nevertheless, a
standard way to describe the relatively unambig@spects of content does provide a
starting point for many applications where the o@icontent management.

The generic nature of MPEG-7 descriptions can ltle sivpength and a weakness. The
comprehensive library of DS’s is aimed to suppderge number of applications, and
there are several tools to support the developwieshescriptions required fro a particular
application. However, this requires a deep kndggéeof MPEG-7, and the large scope
becomes a weakness, as it becomes impossiblek@apicchoose from a huge library,
without understanding the implications of the clesicnade. As discussed in section 4,
often a modest set of content descriptions, DSsed@ments may suffice for a given
application. This requires an application devetdpdirst develop the descriptions in the
context of the application domain, determine thésd& support the descriptions, and
then identify the required elements in the DS’4isTis an involved process and cannot
be viewed in isolation of the domain and applicatontext. As MPEG-7 compliant
applications start to be developed, it is possiiblat there could be context-dependent
elements and DS’s that are essential to the apipingabut not described in the standard
as the application context cannot be predeterniioeithg the definition stage.

In conclusion, it is still early days for MPEG-7daits deployment in managing the
semantic aspects of multimedia applications. A&sstying goes ‘the proof of the
pudding lies in the eating’, and the success off@ications will determine the success
of the standard.
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