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Abstract

Wireless packet scheduling has been a popular paradigm to provide packet-level quality of ser-
vices (QoS), in terms of throughput, delay and fair sharing, over error-prone channels. However,
the state-of-the-art scheduling solutions are designed for single-rate environments. They cannot
exploit the multi-rate capacility offered by the physical layer of the current WLANS. In this pa-
per, we propose Adaptive Wireless Fair Scheduling (AWFS), which oppotunistically exploits the
multirate feature and provides packet-level QoS in the presence of channel errors. AWFS departs
from the throughput-oriented fairness and compensation, and adopts temporal fair sharing and
fair compensation defined in virtual time. It offers a packet-level solution that ensures virtual
temporal share, works with variable packet size and occaasionally idle flows, and operates in
the infrastructure mode. AWFS improves overall channel utilization while nsuring fair sharing.

It can operate with current 802.11b/e MAC design. through both analysis and simulations, we
evaluate the effectiveness of AWFS. The simulations show that AWFS can achieve signficant
throughput gain by improving overall throughput up to 159% compared with state-to-the-art
scheduling algorithms in the simulated scenarios.
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Abstract—Wireless packet scheduling has been a popular fair sharing, thus enabling both delay-sensitive and throughput-
paradigm to provide packet-level quality of services (Qo0S), sensitive applications. Wireless packet scheduling [3], [8], [9],
in terms of throughput, delay and fair sharing, over error- 151 113] achieves wireless QoS by further addressing the
prone channels. However, the state-of-the-art scheduling solutions . . L
are designed for single-rate environments. They cannot exploit SSU€ of location-dependent channel error and shielding short-
the multi-rate capability offered by the physical layer of the term error bursts from packet flows. However, the state-of-the-
current WLANS. In this paper, we propose Adaptive Wireless art wireless fair scheduling typically assumes a single, fixed
Fair Scheduling (AWFS), which opportunistically exploits the transmission rate foall users and normalizes the fair share
multirate feature and provides packet-level QoS in the presence among users in terms of throughput. It does not anticipate mul-

of channel errors. AWFS departs from the throughput-oriented tiol t ti dopted b . . i h
fairness and compensation, and adopts temporal fair sharing Iple rate options adopted by various Users In practice where

and fair compensation defined invirtual time. It offers a packet- the channel quality of wireless hosts can vary significantly,
level solution that ensuresvirtual temporal share, works with both for mobile and stationary nodes [15]. As a result, fair

variable packet size and occasionally idle flows, and operates scheduling algorithms designed for single-rate environment,
in the infrastructure mode. AWFS improves overall channel  qp)ivioys to rate diversity among users, suffer from significant

utilization while ensuring fair sharing. It can operate with current Lo
802.11b/e MAC design. Through both analysis and simulations, throughput reduction in 802.11a/b/g/n WLANS.

we evaluate the effectiveness of AWFS. The simulations show [N this paper, we propose AWFS, a wireless fair scheduler
that AWFS can achieve significant throughput gain by improving that adapts wireless packet scheduling to the multirate WLANS

overall throughput up to 159% compared with state-to-the-art pased on 802.11b/a/g. AWFS exploits the multirate physical-
scheduling algorithms in the simulated scenarios. layer capability and supports both data and multimedia ap-
plications. It renovates fairness and compensation in virtual
temporal shares (i.e., temporal shares in virtual time) and
Wireless LAN technology based on the IEEE 802.1departs from throughput-based fairness and compensation.
standard has become increasingly popular in corporate dndAWFS, each backlogged flow will receive a fair share
campus environments to provide users untethered Interiretterms of transmission time slices. As a result, AWFS
access. In order to improve radio spectrum utilization, theay dramatically improve system throughput by multiplexing
IEEE 802.11a/b/g/n specifications offer a physical-layer multbetter channel conditions across users, thus leveraging the rate
rate capability [1]. Specifically, in IEEE 802.11b, users caheterogeneities among wireless hosts. At the same time, all
transmit at 1, 2, 5.5, or 11Mbps, whereas in 802.11a, eighdws will achieve rational time shares in proportion to their
rate options are allowed at 6, 9, 12, ..., and 54Mbps, amgights governed by the QoS requirements of applications.
the upcoming standard IEEE 802.11n expects to deliver mughsummary, AWFS concerns the rate diversity among users
higher and more diverse transmission rates. The multi-raiad offersvirtual temporal fairness model to handle channel
feature allows a wireless host to choose the best transmissiror and exploit channel dynamics. Thus, it is able to op-
rate depending on its perceived channel quality measured gayrtunistically utilize high quality channels via transmitting
the signal-to-noise ratio (SNR), and the better channel qualifgckets in proportion to their high data rates. Through both
promises the higher transmission rate. analysis and simulations, we confirm the effectiveness of
The multirate option poses new challenges for network préWFS design. The results show that AWFS is able to improve
tocol design in the context of wireless packet scheduling [3]. éiverall throughput up to 159% over the current single-rate
used properly, this new option can greatly improve the systesoheduling algorithm and individual throughput by up to 550%
throughput and effectively support communication-intensiia simulated scenarios (error, mobility, etc.).
multimedia and data applications in WLANS. The paper is organized as follows. Section 2 introduces
Packet scheduling, notably fair queueing, has long bebackground and identifies the limitations of current fair
a popular paradigm [10], [11], [14] to provide packet-levescheduling algorithms in the multi-rate scenario. Section 3
quality of services (QoS) in terms of throughput, delay amdescribes the design, performance analysis, and implementa-

I. INTRODUCTION



tion of AWFS. Section 4 evaluates AWFS through simulationthe same perceived bgll flows, and B represents the set
Section 5 compares it with the related work, and Sectiond backlogged flows. While such models work fine in the
concludes the paper. single-rate scenario, it does not work in multi-rate wireless
networks. There are several reasons contributing this. First,
each flow perceives different rate, and there is no single
A. Network Model system-wide”' anymore. Second, normalizing flow throughput
in a multirate network will lead to significant inefficiency

We consider a wireless LAN based on 802.11b/a/g, OE_Ed mitigate the gains offered by the multirate physical layer,

erating in the infrastructure mode. Each access point (A X ) .
. . . . cause poor-channel flows will consume disproportionately
coordinates all packet transmissions for its hosts. A smnge

channel is shared for both uplink (from a host to an AP) an ore time and channel resources. Last, the proposed models

downlink (from an AP to a host) flows, and for both data amcjannot leverage the channgl dynamics across users, leading to
. . . . . evere throughput degradation. In all, the fundamental problem
signaling. Every host in a cell can communicate with the AP, . .
is, if each host may adopt a different transmission rate, the

though it is not required for any two hosts to be within rangg’ ;
of each other. Each flow of packets is identified by a “hoiﬁlrness and compensation models have to be adapted to

uplink/downlink flag, protocol-id” triple.The underlying MAC accommodate such multirate options.
the hosts and the AP share the same channel, channel errors

are location-dependent due to channel fading, interferences this section, we describe the design and analysis of

etc. In our design, we do not make any assumptions about YFS. AWFS erarts from the. throughput-oriented fair_ness
exact error model, though we use two-state Markov chain ?@d compensation models, originally proposed for the single-

Il. BACKGROUND

generate error patterns in simulations rate scenario, and adopts fairness and compensation in tem-
poral shares, defined in virtual time slots. Hence, our pro-
B. Motivation posed design ensures fairness while improving overall channel

The unique characteristic of location-dependent transmf%zoughpm in the presence of channel errors and leveraging

sion rate at each receiver renders a wireless fair queui% annel dynamics. AWFS has three main components:
model, proposed for single-rate scenario, inapplicable. In fact,s Error-Free Service Model, which defines the ideal fair
we find problems with both the fair sharing model among ~ Service for flows that transmit at different rates.
competing flows and the compensation model for error-prones Lead and Lag Model, which determines which flows are
flows. leading or lagging their error free service, and by how
In wireless fair scheduling, packet flows in the presence of Mmuch. _ _ _
channel errors seek to approximate the services they should Compensation Model, which compensates for lagging
receive under idealistic, error-free channel conditions. To this  flows at the expense of leading flows, thus addressing
end, error-prone packet flows temporarily defer their trans- the issue of location-dependent channel error.
missions and let error-free flows transmit in advance. Thihe specific algorithm described here is by adapting the
way, channel throughput can be greatly improved because oalgorithm of [8]. However, similar adaptations can be readily
flows that perceive clean channels are granted transmissipasformed to transform other algorithms [3], [9], [12], [13].
at any given time. Compared with their error-free services An additional benefit of AWFS is its backward compatibility
(where all flows perceive clean channels all the time), erromth WFS [8] in the single-rate scenario. If all flows perceive
prone flows may temporally lag behind and error-free flowidentical transmission rates, then AWFS degenerates to WFS.
lead ahead. However, these leading flows have to give up .
their future transmissions in order tcompensatefor the A Error-Free Service Model
lagging flows (that deferred earlier) when the lagging flows We now describe the algorithm that achieves error-free
perceive clean channels. This way, both leading and laggiservice for each flow. Our proposed model is adapted from
flows still receive their contracted rates over longer ternthe popular Start-time Fair Queueing (SFQ) [10] algorithm.
and QoS in terms of throughput, delay and fairness, is stif SFQ, each arriving packet is assigned two tags: a start tag
preserved over a larger time scale. In the design, both faind a finish tag. Specifically, a packet with sequence number
sharing among competing flows and compensation for errdr-of flow f arriving at timeA(tﬁ) is assigned two tags: a start
prone flows are defined with respect to throughput. Roughtsg S,{ and a finish tangf, defined as follows:
speaking, each backlogged flow will receive a fair share of f f P P ¢
throughput (defined in bytes/second) in its error-free service Sk = max{V(A(t})), Fy_}; Fi =Sy +Lp/ry (1)
and the compensation in the presence of channel error
also performed based on throughput. If a flgig assigned
weight isr, then flow f receives services during, ¢t + AT

Wffere L, denotes the packet size in bits, ahd-) is the
system virtual time, taken to be the start tag of the packet
) ; . . . currently being served in the scheduler. Then, SFQ selects the
in proportion to its weightr;, given by S¢(t,t + AT) ~ y g Q

. flow with the minimum service tag (i.e., the start tag) and
I _CAT, whereC denotes the channel capacity that i L :
ien T Transmits its head-of-line packet.




Now we adapt SFQ to the multirate WLAN environmentflow ¢ decreases linearly. This has the property of graceful
For flow f, let its transmission rate d@tbe C(t), then its degradation of service for a leading flow.
tagging is modified as: Once a leading flow gives up the transmission of its head-of-
line packet, we need to select a lagging flow for transmission
f_ f fo. !
S = max{V(A(ty)), Fi_1 }; in the given time slice. If the packet size &, and the
F,f = S}: + L,/ (ry - Cy(t)) (2) transmission rate of the leading rova%(t), then the available
- time for compensation isA7; = ~2t. In the multirate
Therefore, the finish tag, as well as the start tag of a paCkgé’enario howpto select a Ia;ging Cﬂlgv)v to fill AT, poses
is normalized with respect to its current transmission ratg,, - cha{llenges In the single-rate scenario, WFS assumes
This is to aI.IOW for a h|gh-rate .ﬂOW (that perceives goo(fllxed slot and identical packet size for all flows. Therefore,
channel quality and transmits at higher rate) to receive serwcgy lagging flow, once selected, can be transmitted in the

in proportion to its current rate. Equivalently, the service Seegainquished slot by the leading flow. In the multirate case,

to providetemporalfairness, defined in virtual times, for eacr}hiS is not true anymore. In fact, the transmission of the head-
backlogged flow only but not for temporally idle flows. It alsq ’ '

allows for variable packet size. Once the taqs are assi nof—ine packet from the selected lagging flow may fill a portion
to each packet, the F?schedulin .decision is stiﬁ] to let the fglgo(\?v ATj, or may far exceed the length df7;. Moreover, the
P ' 9 o Simple weighted round robin (WRR) based compensation used
fman With the smalleststart tag transmit first. ; . . .

in WES is not applicable because the weights may not be even

B. Lead/Lag Model integers. _ _
The lead and lag model specifies how much compensatiog\{ve de."'se a new solution to the compensation modpl,
ich still preserves the feature of graceful compensation

is needed for a lagging flow at the cost of a leading flow! . ) e

In AWFS, this is defined in terms of virtual time units to®°NY I_agglng flows b.Ut work_s \.Nlth any transmlssmn. rate
ensure fair temporal compensation. Each flévhas a credit and .arb|trary packet size. Th's. Is achieved py adopting a
counter E;(¢) to tag the current flow status, e.;(t) > special SFQ for the compensation process. Given the credit

0 indicates f is leading flow. It is designed based on wounter of a Iaggm.g flow as G;(t), we réo[glallze it with
principles. (1) Only when the virtual time units given up by &€SPect to all lagging flows;i(t) = Z_GF;) G, Where
lagging flow g are used by another leading fldwwe update F(t) denotes all lagging flows at Then, each lagging flow
the flow’s credit counter. (2) The credit counter is in virtuateceives compensation (in terms of time slices) in proportion
time, i.e., transmitted bytes normalized with respect to eagh g;(¢). This can be realized via the following operations.
flow’s transmission rate. That i&; (t) = E;(t)+Ly/(r:Ci(t)), The head-of-line packet from lagging floy is assigned a
and B,(t) = E,(t) — Ly/(riCi(t)), where L,, is the packet compensation tag%; - -7, given thatL, is the head-of-
size being transmitted from the leading flow, afid(?) is the  the-line packet size(,(¢) is the current transmission rate.
current transmission rate of the leading flow. Then, the lagging flow with the smallest compensation tag

In essence, the lead and lag model specifies the tempggakelected to receive the compensation time slice. In short,
share (i.e., how many virtual time units) each leading flow h@ge compensation model seeks to allocate compensation time
to give up in the future, and how many virtual time units gjices fairly among lagging flows.
lagging flow will receive compensation.
D. Performance Analysis

a) Throughput boundWe can establish the throughput

We further address two issues: (a) How does a leadipgund for AWFS in the real-time domain. The proofs are by

backlogged flow decide whether to transmit its data packet gflapting the argument of SFQ [10]; we omit them due to lack
relinquish the current scheduling opportunity for compensaf space.
tion? and (b) Which among several lagging backlogged flowsTheorem 3.1:(Per-Flow Throughput Bound) If a flow is
gets to transmit in case that has been relinquished by a leadi@gtinually backlogged over a real-time interVal, -], then
flow? We now consider each question in turn. its"aggregate service (in bits);(t:, ) is bounded by

We adapt the graceful service relinquishing model for t2
leading flows used by WFS. Consider a leading flowith Wi(ts, t2) 2 ”/t Ci(t)dt — kLmax ®)
a lead of E(i), a rater;, and a maximum lead oF,,.x (). ] b ) )
Flow i hierarchically decomposes itself into two flows,and WNerek is a constant, and; is the normalized weight factor.
it, with rates ofr; E(i)/Emax(i) andr;(1 — B(i)/Eumax(i)). Theorem 3.2:(Throughput Improvement) Consider .the
Flow i° is designated to be the compensation flow, while Sa@me set of backlogged flows, and each fiouses transmis-
is designated to be the transmission flow. When flois sion rateC;, then the ovgrall channel thrqughput gain achle_ved
allocated a transmission, it hierarchically schedules it amof AWFS over WFS during steady state is approximately given
flows i and . All time units belonging to flowic are PY 2_;7iCi- 2., ¢, where weights satisfy_; r; = 1.

relinquished. Note that as the lead decreases, the rate foforollary 3.1: The overall throughput of AWFS is always
greater than WFS in the presence of multiple rates. That

1This rate can be normalized with respect to the base rate. is>;iCi- 32, ¢ > 1if at least two rates are different.

C. Compensation Model
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exploits the feature that channel errors are highly correlated
over short time. Each simulation run lasts for 100000 units

Theorem 3.3:(Long-term fairness index) Consider all : .
. _unless otherwise explicitly stated, and the results are averaged
flows are backlogged. For a continually backlogged flgw . .
over 50 simulation runs.

it achieves the following long-term proportional fairness for

lim Si(0,v) — O 4) We consider six FTP flows in the error-free scenario to
vooo W e show the throughput improvement of AWFS over WFS. The
comparison base is that each flow uses 2 Mbps transmission
. o _rate. In the multi-rate scenario, flows 1 and 2 transmit at 11
We address several implementation issues of AWFS W'thmbps, flows 3 and 4 use 5.5 Mbps, and flows 5 and 6 still
the current 802.11 MAC framework. use 2 Mbps. We also vary the packet size of each flow in
« Channel state estimation and propagatioBince each simulation runs. Figure 1 shows the per-flow throughput, as
receiver has the most accurate information on packgkll as the overall throughput.
transmissions, we estimate channel state (i.e., clean omhe figure shows that, AWFS achieves aggregate throughput
dirty) at each receiver’s side. Therefore, each mobile hogt9% of WFS in the multi-rate scenario, while achieving
estimates the channel state. For a host which is not #goughput identical to WFS if all flows use the same rate.
intended receiver at the moment, we may use the polli®ggnificant throughput gain is also achieved on a per-flow
procedure provide in current 802.11b/e MAC design tBasis, particularly for flows that use higher transmission rates.
estimate channel states. Once estimated, each mobile lstoughput increases by 550% for flows 1 and 2, and increases
will pass this channel state information back to the ABy 270% for flows 3 and 4. Compared with the base case, WFS
through piggybacked QoS Data or QoS Null packet. only increases 94% for each flow.
« Handling uplink flowsOur design works for both down-
link and uplink flows. For uplink flows, the AP will B. Throughput and fairness in error-prone channel

periodically poll each host to collect the following in- |y this set of experiments, we study the effectiveness of

formation: the size of the HoL packet, and the arrivahe compensation model of AWFS in the presence of channel

time of the HoL packet if the flow becomes backloggedrors, The popular two-state discrete Markov Chain is em-

again after an idle period. ployed to simulate channel errors. Four FTP source are used,
« Transmission rate at each hosThe AP will collect and two flows (FTP-3,4) use base transmission rate 2.0 Mbps

the transmission rate at each host. The mechanismQq the other two (FTP-1,2) transmit at 11 Mbps.

obtain current transmission rate can follow ARF [5] in The throughput results for WFS and AWFS are depicted

b) Fairness: The following fairness holds:

E. Implementation

the current 802.11. in Figure 2, where channel error varies from 0% up to
30%. We observe that as channel error increases to 20%, the
IV. SIMULATION EVALUATION throughput for both algorithms begins to suffer moderately

We now present simulation results to evaluate AWFS ipecause the probability that all flows are simultaneously error-
various scenarios. We compare its performance with WFS [®fone increases. However, the overall throughput of AWFS
Four type of traffics are considered in the simulations, i.eemains approximately 87.5% to 92% higher than WFS.

FTP, CBR, Poisson and Markov-modulated Poisson Proces§o study the temporal fairness and effectiveness of compen-
(MMPP) sources. Packet size for each flow may vary. We usation model, we record the normalized time share acquired
one-step prediction [12] to estimate the immediate future chamy each flow in Table I. When the channel is clean, each flow

nel based on the current channel state (i.e., clean/dirty). Thoistains an equal temporal share 1 unit. Note that as the channel



| Error Rate[ FTP-1[ FTP-2 [ FTP-3 | FTP-4 | D. Throughput Gain over Changing Channel Conditions

222 é:gggg (1):8882 i:gggg 1:8882 In the above sim.ulations, we let each flowltra}nsmit at the
5% 0.9982 1 0.9980 | 1.0019| 1.0019 same rate all the time. In reality, the transmission rate of a
10% 0.9972| 0.9979 | 1.0056| 0.9977 flow is varying dependent on the changing channel condition;
15% 0.9915| 0.9920| 1.0094 | 0.9928 this can be due to channel fading, obstacles, host mobility,
20% 0.9770| 0.9779] 1.0110| 0.9940 and etc. To this end, we adopt the Rayleigh fading model and

25% | 0.9513] 0.9518 | 0.9604 | 0.9522 threshold rate adaptation mechanisms to emulate the effect of
30% | 0.9261] 0.9254] 0.9456] 0.9294 varying channel quality. The Rayleigh fading is base on the
TABLE | well-known Jakes simulator. The variation of wireless signal

NORMALIZED TEMPORAL SHARE STATISTICS is induced at a rate that depends, in part, on the speed along

the line-of-sight between the AP and the mobile station. The

station’s mobility further affects the average channel coherence

time, and higher velocity will result in smaller channel coher-
error increases, the time units obtained by flows decreasace time. To observe the impact of dynamic channel con-
and this subsequently leads to throughput reduction, shownditions, we conduct the experiments in IEEE 802.11b, which
Figure 2. However, the long-term temporal shares of all flovadlow four transmission rates in Rayleigh fading channels. We
are still roughly preserved, thus showing that the compensaticamsider six flows, where the mobile station travels back and
model is working. Even when channel error rate increasesftoth from the AP with different velocities in an oscillatory
20%, the system throughput and time share gained by edabhion as described i@onfiguration lof [6]. The simulation
flow only reduce slightly. This demonstrates that AWFS ime is set long enough to ensure the average time spent at
still able to shield errors from flows and retain good overaiach distance is independent of the station velocity, and thus
throughput. only the speed of channel variation is the deciding factor.

C. Packet delay in error-prone channel

We study the impact of error-prone channel on packet delay.
Flows 1 and 2 are MMPP sources with packets arriving at the
rate 1.0, and flows 3 and 4 are Poisson sources with packet
arrival rate of 0.5. Two CBR flows with rate 1.0 are to emulate
the background traffic. The transmission rates for MMPP-1,
Poisson-1 and CBR-1 are set as 2 Mbps, and the other three
sources use 11 Mbps. The error patterns are the same as in |
Section 4.2.
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Fig. 4. Throughput over Changing Channel Conditions

The throughput for AWFS and WFS is depicted in Figure 4
for speed up to 20m/s (72km/hr). WFS has a throughput
that is nearly independent of velocity, while AWFS improves

““““““““““““ c T e - the overall throughput by 22.8% with the mobility speed
Fig. 3. Packet delay for MMPP and Poisson flows increasing from 1m/s to 20m/s. Moreover, AWFS remains
appropriately 61% to 120% greater throughput than WFS. The

The packet delay for MMPP and Poisson flows is depictg@y reason is that AWFS is able to opportunistically utilize
in Figure 3. It shows that, the delay experienced by eaghe good channel quality even within small coherence time
flow increases as channel error becomes severe. Because WE&use both ths ; and Fy are updated based on the current
ensures throughput fairness, the delays experienced by highannel condition of each flow. AWFS implicitly favors the
rate flows and low-rate flows are approximately the samgow with highest transmission rate since such a flow tends to

HOWEVGI’, delay is different for low- and high-rate flows irhave the smallest start tag according to tagg|ng me(ng)_d
AWEFS. High-rate flows, MMPP-2 and Poisson-2, experience

noticeably less delay than those low-rate flows. However, low- V. RELATED WORK

rate flows still have delay performance comparable to WFS.Packet scheduling has been a very popular paradigm to
This shows that AWFS is able to provide certain degree pfovide packet-level quality of services for packet flows. Nu-
flow separation among high-rate and low-rate flows, such thatrous algorithms have been proposed, such as WFQ [11] and
high-rate flows will not be penalized or even paralyzed b$FQ [10]. In recent years, much research effort has been made
low-rate flows. to adapt fair packet scheduling to cellular wireless networks,




notably IWFQ [12], CIF-Q [9], SBFA [13], and WFS [8]. and analysis show significant performance gains, thus enabling
The goal of these wireless fair scheduling algorithms hasmmunication-intensive multimedia and data applications in
been to hide short bursts of location-dependent channel errtires 802.11 WLAN. Overall, AWFS offers an effective solution
from well-behaved flows by dynamically swapping channéhat provides packet-level quality of service, in terms of
allocations between backlogged flows that perceive chantieloughput, delay, and fairness, to diverse applications.
errors and backlogged flows that do not. All the proposed
fairness models are throughput based, and will suffer in the
multirate scenario. [1] B. O’Hara and A. Petrick. IEEE 802.11 Handbook, A Designer’s
There have been several recent efforts on new MAC desiig]s ?gngag(;%nilE;lszs I(D)resbsr,a fltggi lement to Part 11: Wireless
to exploit the multirate physical-layer capab!lity. In Auto Ratl Medium Access Control (MAC) F;Fi]d physical layer (PHY) spec-
Fallback (ARF) [5], senders seek to use higher transmission jfications: Medium Access Control (MAC) Enhancements for
rates after consecutive transmission successes (that indicateQuality of Service (QoS).
high channel quality) and revert to lower rates after failures. [l T. Nandagopal, S. Lu, and V. Bharghavan. A Unified Architec-
Receiver Based Auto Rate (BRAR) [6], receivers set the trans- E\Jlre f?rz the ID?(':Q'\'/} I\e/llrgBFC\Z/gll\ljﬁggn of Wireless Fair Queueing
mission rate for each packet accord!ng to th? higheSt feaSinclf G.goléliar:zﬁi. rI]Derformance analysié of the IEEE 802.11 media
value allowed by the channel condition, which is measuréd gccess protocol for wireless LANSs. In ACM SIGCOMM'94.
by physical-layer analysis of the RTS message at the receijgl. A. Kamerman and L. Monteban. WaveLAN Il: A high-
In Opportunistic Auto Rate (OAR) [7] protocol, the sender performance wireless LAN for the unlicensed band. Bell Labs
opportunistically transmits multiple back-to-back data packetl Technical Journal, pages 118-133, Summer 1997.

L [6] G. Holland, N. Vaidya, and P. Bahl. A rate-adaptive MAC pro-
whenever the channel quality is good. It also seeks to pr0VI[§ tocol for multi-hop wireless networks. In ACM MOBICOM'01.

each host same time-shares as achieved by the single-fates. sadeghi, V. Kanodia, A. Sabharwal and E. Knightly. OAR: A
IEEE 802.11. AWFS is fundamentally different from recent Multi-rate Media Access Protocol for Wireless Ad Hoc Networks.
MAC-layer solutions that exploit multirate capability [6], [7].  ACM Mobile Networking and Applications, 2003. ,
These proposals modify the current 802.11 MAC, whered S- Lu, T. Nandagopal and V. Bharghavan. A Wireless Fair

AWFS works with the existing MAC. Though [7] ensures Slecr:\gcl\iygAslgonthm for Packet Cellular Networks. In ACM MO-

fine-graintemporal fairness at MAC layer, it works with fixed[g] T, Ng, I. Stoica, and H. Zhang. Packet fair queueing algorithms
frame size, assumes that flows are always backlogged, andfor wireless networks with location dependent errors. In IEEE
targets thead-hocmode. AWFS is a packet-level solution that INFOCOM'98. . . ,
ensurevirtual temporal share, works with variable packet siz80] Goyal, P., Vin, H. M., and Cheng H. Start-time Fair Queuing:
and occasionally idle flows, and operates in the infrastructure A Scheduling Algorithm for Integrated Services Packet Switch-
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