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Abstract

In this letter, a threshold selection technique for time of arrival estimation of ultra-wideband
signals is proposed. It exploits the Kurtosis of the received signal samples. The dependency
between the Kurtosis and optimal normalized threshold are investigated via simulations. The
proposed technique yields efficient threshold selections, has low complexity and sampling rate
requirements, and accounts both the signal to noise ratio and the statistics of individual channel
realization.
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Abstract—In this letter, a threshold selection technique for chip duration, T is the symbol durations,, is the TOA of
time of arrival estimation of ultra-wideband signals is proposed, the received signal, and’,, is the possible number of chip

which uses the Kurtosis of the received signal samples. The de- it ; _ i
pendency between the Kurtosis and optimal normalized threshold p]?tSItl?rr:S pﬁr frar}"l(?, glvlen bW, Tf/.TC' .Effectlve tpUIEe
are investigated via simulations. The proposed technique yields &ftér_the channel impulse response is givenday, (t) =

efficient threshold selection, has low complexity and sampling VE Y., ajw(t —7;), wherew(t) is the received UWB pulse
rate requirements, and accounts both the signal to noise ratio with unit energy, F is the pulse energyy, and r; are the

respectively. Additive white Gaussian noise (AWGN) with
|. INTRODUCTION zero-mean and double-sided power spectral dengity2 and

Impulse radio ultra-wideband (IR-UWB) enables precisédfiancec? is denoted byn(f). No modulation is consid-
ranging and location estimation due to extremely short-dur@red for the ranging process. Time-hopping cod%*ﬁ €
tion pulses employed. Accurate time of arrival (TOA) cateul {0 1, ..., Nn — 1}, and random-polarity codet; € {+1} are
tion based on the received signal samples is the key aspectged to introduce additional processing gain. Assume that a
precise ranging, and is a challenging issue due to hundrfed$@82arse acquisition on the order of frame-length is acquBgd
multipath components observed. If a coarse timing estingateSUch thatri,, ~ U(0,Ty), wherel/(.) denotes the uniform
available, comparing the received samples with a thresirudd distribution. For the search region, the.S|gnaI within trhrme
choosing the first threshold-exceeding sample is a conmenid s Plus half of the next frame is considered to factor-in inter-
technique that directly yields the leading edge estimate bpme leakage due to multipath, and the signal is input to
the received signal. However, the major challenge is tiesquare-law device with an integration mterval]f%ﬁ. The
selection of an appropriate threshold based on the receivt#mber of samples (or blocks) is denoted By = 5 7, and
signal statistics (i.e. the signal to noise ratio (SNR),ncfed 7 € {1, 2,..., N} denotes the sample index with respect to
realization etc.). Even though threshold based TOA estimat the starting point of the uncertainty region. With a saniplin
was discussed in [1], it was not addressed how to seldaterval oft; (which is equal to block lengtif}), the sample
the thresholds. In [2], a normalized threshold technique w¥alues at the output of the square-law device are given by

proposed that accounts the minimum and maximum sample Ne 1 (=1)Ty+(c;+n)T
values, and its dependency on the SNR was investigated. 2] = / ’ Ir(£)|2dt @)
However, calculation of the SNR without the knowledge of the (G=1)Ts+(c;+n—1)T,

=1
TOA is an extremely challenging task, making it impractical ! ) ] )
to adapt the normalized threshold based on it. Moreovengusivhere means and variances of noise-only and energy bearing

only the SNR of the received signal does not account II%OCQkS are gi2ven bYNO4 = J\/2[02, of = ?MU4: Pe =
individual channel realizations, and therefore in esseields M0~ + En, oc = 2Mo" + 40°E,,, respectively, wherel/
suboptimal threshold selection. is the degree of freedom given by = 2BT;, + 1, E, is

The contribution of this letter is to use the Kurtosis off'e fotal signal energy within theth block, andB is the
the signal samples as a metric for threshold selection kginliSignal bandwidth. Recelvednbltfr?eigly (which is not avaglab
the SNR of the received signal, Kurtosis captures both tithe receiver) is given by n " <" E,,, wheren,; is the
statistics of individual channel realizations, and theatige number of blocks that sweeps the signal samples. Singe

energy of the signal to noise. is continuous, first multipath component may arrive anywher
within the first energy block, which is accounted in the séque
Il. SYSTEM MODEL Received samples can be compared to an appropriate thresh-

Qld, and the first threshold-exceeding sample index can be
corresponded as the TOA estimate, i.e.

T(t) = Z djwmp(t - jTj — Cch - Ttoa) + n(t) (1) fTC = [mln{n‘z[n] > é‘} — O5j| Ty , (3)

j=—o00

Let the received UWB multipath signal be represented a

where frame index and frame duration are denmeq w‘d INote that extension of the approach to transmitted or stoeerance
Ty, N, represents the number of pulses per symBplis the systems is trivial with a similar methodology as in energy digad4].
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Fig. 1. Block diagram for threshold selection based on Kaist@nalysis.
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Fig. 2. Dependence of the expected value of the Kurtosi&ggNo for Fig. 3. MAE with respect to normalized threshold ﬂnrg2K(z[n]) S
different channel models and block sizes for energy detectio {0,1,2,3,4,5,6} (CM1, T}, = 4ns).

where¢ is a threshold that must be set based on the received, 1« ahsence of signal (or for low SNR), and for suffi-
signal statistics. Given the minimum and maximum energﬂ '

sample values, the following normalized adaptive thretho en_tl;g I%%etjp]ié gm]erw ;1';:3 (;Sa USSEII;nindCIrSéraIZ;ESe\?V,i”le[gtljéng
can be used - ’ ’

to increase, and it may as well take different values for the
B ¢ — min{z[n]} 4) Same SNR value. In Fig. 2, expected valuefHfwith respect
Snorm = max{z[n]} — min{z[n]} ) to E,/N, are plotted for different block sizes, and CM1
and CM2 channel models of IEEE802.15.4a [5] (averaged

In [2], &norm that minimizes the mean absolute error (MAEYer 1000 channel realizations). The parameters employed
defined byFE||irc — T0a|] fOr a particularEy, /Ny value was are T; = 200ns, T, = Ins, B = 4GHz, andN, = 1.

analyzed via simulations. However, estimation 16f/No IS  Note that the relationship in Fig. 2 is an average relatignsh
very challenging task. Moreover, optimal normalized th@e 5,4 kyrtosis values for individual channel realizationsyma
€opr May change for different channel realizations at the sandfy deviations depending on the clustering of the mutipat

E, /Ny, which motivates other metrics for threshold SeIeCtio%mponents which also affects the optimality of the thoégh
for the samek,, /N, value.

I1l. THRESHOLD SELECTION BASED ONKURTOSIS In Fig. 3, MAEs of the TOA estimates are observed
ANALYSIS with respect to normalized threshold and the Kurtosis v&alue
unded to logarithmic integets The Kurtosis values are
tained for1000 CM1 channel realizations witt, /Ny =
10,12,14, 16,18, 20,22, 24, 26}dB, i.e. for 9000 test cases.
The optimal achievable MAE improves with increasing Kur-
tosis value. The optimal normalized threshold value with
r(zln]) = &2:2h) . 1,2, Ny ®)  respect to the logarithm of Kurtosis, and the corresponding
] ] MAE are plotted in Fig. 4. While the channel model does
Where E() denotes_ the expectation operation. The Kurtosiggt much affect the relation betweeR,; and log, K, the
relative to a Gaussian can be definedié:(n]) = x(2[n]) —  dependency changes for different block sizes. In order to

3, which is zero for the Gaussian distribution. The Kurtosis inodel the relationship, a double exponential function fit is
also commonly referred as Gaussiamikeness, since a larger ysed for7, = 4ns, while a linear function fit is used for

value of K implies a stronger non-Gaussiarfity

The Kurtosis of the received signal samples is calculaté
using the second and fourth order moments of the recei
signal, and is expressed as

£(z*[n])

2Dropped the Kurtosis index term in the sequel for brevity. 3In order to account the clustering of the Kurtosis valuesoat £}, /No.
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Fig. 4. Dependence of the optimal normalized threshold to déistvalue, Ey/N, (dB)

and corresponding MAE for CM1 (triangle) and CM2 (circlepdafor T, =

123 (solid) andl', = 4ns (dashed). Exponential and linear curve fits are algglg. 5. MAE with respect td%, /Ny using different algorithms (CM1,
shown.
Ty = 1ns).

T, = 1ns
552?3) = 0.673¢~0-751082 K 1 () 154¢—0-001log; K ’ (6)
) = —0.0821ogy K + 0.77 @)

where the model coefficients are obtained using both CM1 a
CM2 results.

MAE (ns)

IV. SIMULATION RESULTS AND DISCUSSION

Computer simulations are performed to compare the thre:
old comparison and maximum energy selection (MES) bas
TOA estimation algorithms [2]. Results in Fig. 5 and Fig. ¢ ‘ :
show that using the Kurtosis metric, estimation error can | e oz e veshold RN
significantly decreased compared to fixég,.,, = 0.4 and — % — SNR based normalized threshold <
MES techniques, and also yields better results fignsolely MES : : : ‘ -
based on SNR values. Confidence leveBi$ estimation error 8§ 10 12 14 16 18 20 22 24 26
(i.e. 1 meter ranging accuracy) are plotted in Fig 7, whic Eo/No (48)
shows that’%70 confidence level is achievable with} /Ny
larger than22dB. Better results can be obtained via coherefjd- 6 MAE with respect td%, /No using different algorithms (CML,
ranging at lowerE;, /N, values [4]. b= 4ns).

The proposed threshold selection approach can be ea ,
implemented by calibrating the system for a particular kloc
size and frame duration, and is fairly independent of tf
channel model.
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