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Abstract

This paper reports on a study of human participants with a robot designed to participate in a col-
laborative conversation with a human. The purpose of the study was to investigate a particular
kind of gestural feedback from human to the robot in these conversations: head nods. During
these conversations, the robot recognized head nods from the human participant. The conver-
sations between human and robot concern demonstrations of inventions created in a lab. We
briefly discuss the robot hardware and architecture and then focus the paper on a study of the
effects of understanding head nods in three different conditions. We conclude that conversation
itself triggers head nods by people in human-robot conversations and that telling participants
that the robot recognizes their nods as well as having the robot provide gestural feedback of its
nod recognition is effective in producing more nods. We will present video clips of the subject
interactions with the robot at the conference.
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ABSTRACT

This paper reports on a study of human participaiitis a robot
designed to participate in a collaborative conuvé@sawith a
human. The purpose of the study was to investiggtarticular
kind of gestural feedback from human to the robotthese
conversations: head nods. During these conversatibe robot

recognized head nods from the human participante Th

conversations between human and robot concern ddratons
of inventions created in a lab. We briefly discuke robot
hardware and architecture and then focus the paper study of
the effects of understanding head nods in threderdifit
conditions. We conclude that conversation itseljgers head
nods by people in human-robot conversations antl tiéiing
participants that the robot recognizes their nadwell as having
the robot provide gestural feedback of its nod gedion is
effective in producing more nods.

Categories and Subject Descriptors
H.5.2 Information systemsUser Interfaces, H5.1 Information
systemsM ultimedia, 1.2.9Robotics

General Terms
Measurement, Performance, Design, Experimentatidaman
Factors.

Keywords

Human-robot interaction, collaborative conversatigrodding,
conversational feedback, nod recognition.

1. INTRODUCTION

This paper reports on how people use visual feddheagile

conversing with robotsln face-to-face conversation, people use

gestural information that provides feedback as pafrtthe
communication. One prototypical form of feedback hiead
nodding at the conversational partner. Noddingsisd to support
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questions, and to emphasize agreement with theecsatonal
partner. Nodding among American speakers generddly
accompanied by linguistic phrases such as "yegulh-mm-hm,
right, okay," and the like, but nodding can alsewcas the only
communicative expression.

When people converse with robots, much is yet unknabout
how they will produce gestural feedback to the toboln

particular, for head nods, it is unclear whethaytiwould nod at
the robot at conversationally appropriate timeg] ander what
general circumstances they might do so. This pagegins to
address these matters and reports on a set of imgnts
concerning nodding by human conversants with a ewational
robot.

2. BACKGROUND

During a previous set of experiments to determhe dffects of
physical movement and gestures in conversationv&]noticed
that participants in our experiments nodded atrtmt. In one
condition, participants conversed with a robot véhamouth
always moved (to indicate speaking) and whose bodyed. In
an alternate condition, they conversed with a roklebse body
did not move except for mouth movement. Partidipan both
conditions nodded at the robot, even though thetrdlad no
means whatsoever to understand nods, and thoughrticipants
were told the robot had any such understandingtiabil We
found this behavior surprising, and wished to itigede it
further.

Previous work in human-robot interaction has largexplored
gaze and basic interaction behavior. Breazeal'sk Vi8] on
infantoid robots explored how the robot gazed giesson and
responded to the person's gaze and prosodic centouwhat
might be called pre-conversational interactionsthe® work on
infantoid robot gaze and attention can be founfffjnMinato et
al [5] explored human eye gaze during question arigg with
an android robot; gaze behavior differed from tf@ind in
human-human interaction. More recent work [6] ergdo
conversation with a robot learning tasks collabeedy, but the
robot cannot interpret nods during conversatiohigisro et al [7]
report on development of Robovie with reactive $itons
between its behavior and a human'’s reaction tahiey created a
series of episodic rules and modules to controtdbet’s reaction
to the human. However, no behaviors were creaiedtérpret
human head nods. In other work, Sakamoto et alhgle
experimented with cooperative behaviors on the phthe robot



(including robot nodding but not human nodding)dimection

giving.

Other studies have explored gaze and nodding iwversations
with embodied conversational agents (ECASs), thabisscreen
3D animated characters. Nakano et al [9] found fzeze at a
map and lack of negative feedback were indicathsg humans
considered the previous utterance grounded andlooked at the
interlocutor when they required more informatiorgtound. They
reproduced this same behavior for an ECA. Resessakporting
in [10] have developed ECAs that produce gestures
conversation, including facial gestures, but toedatone have
incorporated nod recognition in their interactioriajie et al [11]
developed a nod and shake recognition algorithm wessdi it to
improve the robot’s interpretation of attitude ittemances that
had been interpreted based on prosody alone. Mgrenhcal

[12,13] compared several different algorithms teeipret head
nods and also incorporated speaking context tantieepretation.
On the general topic of people and computer intemas,

numerous studies (for example, [14,15]) have shtvan people
readily accept computers and embodied agents aal sments
with whom they can interact.

3. A CONVERSATIONAL ROBOT

This research builds upon previous work with a hooig robot

depicted as a penguin, developed at MERL. Ourarekeis

focused on creating robots, with engagement capabi[2, 16].

By engagement, we mean the process by which twan(e)

participants establish, maintain and end their ¢eed

connection. This process includes: initial contamtgotiating a
collaboration, checking that the other is still itek part in the
interaction, evaluating whether to stay involvedd adeciding
when to end the connection. The robot we have deeel
interacts with a single user in a collaborationt tiravolves:

spoken language (both understanding and generatioedt
gestures with its arm, head gestures to track ke and to turn to
look at objects of interest in the interaction,agaition of user
head gestures in looking at objects, and recognitiouser head
nods. The robot also initiates interactions witbens, and
performs typical preclosings and goodbyes
conversation. All these capabilities increase tleams by which
the robot can engage the user in an interaction.

The robot, called Mel, has the following hardware:

. 7 DOF in the body (1 in the beak/mouth, 2 in thache?
in each of the 2 wings),

*  body mounted on a Pioneer Il mobile robot platfdan
floor navigation and body positioning,

. stereo camera,

« 2 far distance microphones (one for speech redognit
one for speech detection),

to ened th

subsystems rely on information in the other to mdkeisions
about the conversation state and robot control (@}efor
complete details). This architecture has beennelet@ from
previous work with a head gaze and gesture redogrsbftware
developed at the MIT Computer Sciences and Aréfici
Intelligence Laboratory [12,13]. The robot is eed in
Figure 1.

Our robot participates in two different interacsowith human
participants. The first of these is a demonstratiblGlassware, a
technology developed at MERL with a specially deei cup
that senses fluid level using capacitance and camuates the
level to a special table by inductance. Mel wasgmammed to
demonstrate this invention to a human visitor. ypidal

interaction is shown in Figure 2; the robot’s gessuwith its head
towards the table are noted in the text. Howevemyrdifferent
conversations are possible, including one thatas about the
demo at all (if the human participant refuses tsl@wvn a demo).

F

Figure 1 Mél the penguin robot

M: Hi, I'm Mel a robotic penguin.

uU: Hi.

M: What's your name?

U: Sam.

M: Sam, I'd like to show you a demo. OK?

U: No.

M: But it's really interesting. Come on. Try it!

U: Okay.

M: It would be really nice to know what kind ofqgress people

are making in their dining.

e 2 onboard laptop computers and an onboard PC-104

computer for all software.

The robot is able to converse with human partidipdry means
of an architecture that includes (1) a conversati®ubsystem
with speech recognition software, a conversationatlel based

M: IGlassware stands for Instrumented glassware!

U: Okay.

M: Sam, right there <robot turns head to tablethés|Glassware
cup <robot turns head to user>.

on Collagen™ [17] and (2) a sensorimotor subsystem for sensor U:  Ok.

fusion of data from sound analysis and visual aisland for
robot control. The architecture is unusual becatse two

M: All right, now we'll see how to use the cup.



U: Allright.
M: Please pour enough water from the pitcher tht glass to
fill the cup. Then put it on the table.

U: Okay.

M: I'm waiting for a reading from the table forthlass.
M: Good. Take a look at the bar on the readout.

U: Yes.

M: It shows that the cup is full, right?

U: Yes.

M: Would you like me to explain how this works?

U: Sure.

M: You see the copper in the glass? <robot tugaslho glass>
M:  Well, Sam, that's about all. See Candy Sidwe€Chris Lee
for more about IGlassware. So long!

U: Good-bye.

Figure 2. Excerptsfrom the |Glassware Demo with Mel

The robot can also demonstrate its own capabilitiesdoes so in
an interactive conversation. A portion of one seodnversation
can be found in Figure 3. During this conversatitire robot
gestures at its body parts when relevant, and énctise of its
mobile base, moves around to demonstrate its loteeno
abilities. We have observed that people intergotiith the robot
during this conversation maintain their gaze onrtiteot through
most of the conversation with relatively few looksvay (in

contrast to the IGlassware conversations in whisarsi direct
much of their attention to the IGlassware cup amdle). We

surmise that gaze maintenance is due to the fadt ttiere is
nothing else that is relevant to the conversataond due to the
fact that the robot is pointing out parts of itseli the

conversation.

M: Hello, I'm Mel, a robotic penguin.

M: Mike, I'd like to tell you about myself. okay?
U: Ok.

M: First I'll explain my body.

U: Ok.

M: Well. | have 7 degrees of freedom in my bodytparius my
mobile base can turn wherever | want it to. <rotmites base
during conversation>

M: How about we discuss my vision and speech syste

U: Ok.

M: Shall | explain my vision system,, or my speattilities first?
U: Your vision system.

M: Well,, above my head is a black camera with temses. Do
you see it? <robot looks up above head duringetachange>

U: yes

M: | see with my two lens eyes.

M: Well, that's all my parts. Are you curious abwhat | can do
with all that?

U: yes

M: Mostly | can talk about things. And | give desaé\nd I'd like
to learn how to tell jokes well.

U: Ok.

So you wanna hear a joke?

No.

Well, Mike that's about all.

Ok.

See Candy Sidner or Chris Lee, for more alpoelt So long!
Good-bye.

Good-bye.

fcgcce

Figure 3: Excerptsfrom a Mél self demo

When initiating both interactions, Mel uses hisiaissystem to
find a conversational partner. Thereafter Mel tmckhe
conversational partner's face and adjusts his "gameards the
partner, even when the partner moves about. MgkERas in his
head, but they do not see, as his cameras are dimhead, so
his gaze merely communicates his focus of attentmnthe
partner. Mel does not look at the human partheallatimes.
During the demos, he turns to look at the tableitsxdontents or
to parts of himself. Mel also prompts a partneovidils to look
at the table to notice the objects there. Aftex ttemo and
explanation conclude, Mel wishes the partner goedimaves and
drops his head to his chest to indicate that hedslonger
available.

4. EXPERIMENTAL APPROACH

Our experiments were carried out in the contextesiearch on
engagement between humans and robots. Head nodding of
the many means by which participants indicate thaty are
engaging in the conversation. When used to grabhedrevious
turn of the other participant, head nodding andoagganying
linguistic gestures tell the last participant tttair information is
being admitted to the common ground of the paricip (cf [1]).
When used to answer affirmatively in a yes/no qaasinodding
provides supporting information to the affirmativanswer:

Answers also convey that the conversation shouldtirae.

When nodding is used to emphasize agreement, veses an
indirect communication that the conversation ifl stéilevant to
the nodder. Hence, nodding is an
Furthermore, because it is a natural one that scoumormal
human conversation, it behooved us to consides & &ehavior
that a robot could interpret.

However, we are unaware of any research on theteftd robot
recognition of head nods in human-robot conversatioTo

explore this problem, our robot held conversatianth human

participants during which it recognized human heads. The
goal of the research was to determine if a rob@tognition of
head nods caused any effect on its human convemgapartners.
Since our human participants nodded at a robohdwihardware
demonstration conversation when the robot did rmateustand
nods [2], we sought to determine if they would modre when
the robot actually understood their nods. If riben one could
conclude that nodding would occur as long as caatem was
present between the two participants. In additiea,wanted to
know if there were effects resulting from people@king that the
robot could nod and getting feedback during theveosation

about the fact that the robot recognized a nodus™e wanted to

1 We are not aware of any literature that providesistics on the
frequency of nods only in human conversation.

engaging behavior.



compare the situations where the participant hasbat with no
nod recognition with one who did and with one inieththe
human knew the robot's ability and got feedbackualitoduring
the conversation.

5. EXPERIMENTAL STUDY

The robot was equipped with a stereoptic cameraused the
Watson system and associated algorithms for nodgreton
reported by Morency et al [12,13]. The robot ustu
conversational system and architecture describelieredan the
paper. Head nods were reported from the sensarimsabsystem
to the vision system in the same way that othetuges (for
example, looking at an object) were.

Participants held one of two conversations with ritigot, one to
demonstrate either its own abilities or to demaistr
collaboratively the IGlassware equipment. Durinpese

conversations people nodded at the robot, eitheaus® it was
their means for taking a turn after the robot sp@eng with

phrases such as "ok" or "yes" or "uh-huh"), or bseathey were
answering in the affirmative a yes/no question andompanied
their linguistic "yes" or "ok" with a nod. Part@Ents also shook
their heads to answer negatively to yes/no questibat we did

not study this behavior because too few instanée® @nswers
and headshakes occurred in our data. Sometimesl avas the
only response on the part of the participant.

A total of 49 participants interacted with the rabblone had
interacted with our robot before. Most had neweeriacted with
any robot. One participant had an abbreviated asatien
because the robot misrecognized the user's inteatid finished
the conversation without a complete demo. Howevbg
participant's conversation was long enough to bhelin the
study. Thirty-five participants held the IGlassealemo with the
robot, and fourteen participants held the self demo

The participants were divided into two groups, edllthe
MelNodsBack group and the MelOnlyRecognizesNodsupyro
The MelNodsBack group with fifteen participants,omvere told
that the robot understood some nods during contiensa
participated in a conversation in which the robotlsed back to
the person every time it recognized a head nodshduld be
noted that nodding back in this way is not someghirat people
generally do in conversation. People nod to giedback on
what another has said, but having done so, theiversational
partners only rarely nod in response. When theytldey are
generally indicating some kind of mutual
Nonetheless, by nodding back the robot gives feddtmthe user
on their behavior. Due to nod mis-recognition ofdsio this
protocol meant that the robot sometimes nodded withemperson
did not nod.

The MelOnlyRecognizesNods group with fourteen scisjdneld
conversations without knowledge that the robot dawiderstand
head nods although the nod recognition algorithmerew
operational during the conversation. We hypotlesbizhat
participants might be affected by the robot’'s naddiability
because 1) when participants nodded and spokerotia took
another turn whereas without a response (verbal ramat), the
robot waited a full second before choosing to g@od similarly,
2) when participants responded only with a nod, riteot took
another turn without waiting further. Again nodsanecognition
occurred although the participants got no gestig@ediback about

it. The breakdown of groups and demo types istilated in
Figure 4.

These participants are in contrast to a base donddalled the
NoMelNods group, with 20 subjects who interactethwine robot
in a conversation in which the robot did not unt®rd nods, and
the participants were given no indication thatoitild do so. This
group, collected in 2003, held only the IGlasswatpiipment
conversation with the robot.

IGlassware | Self Total
MelNodsBack 9 6 15
MelOnlyRecognizesNods 6 8 14
NoMelNods 20 0 20

agreement.

Figure 4: Breakdown of participantsin groups and demos

Protocol for the study: The study was a between subjects
design. Each participant was randomly pre-assigntedone of

the two nodding conditions (that is, no subjectd banversations
in both nodding conditions). Video cameras weradd on after
the participant arrived. The participant was idtroed to the
robot (as Mel) and told the stated purpose of titeraction (i.e.
to have a conversation with Mel). Participantsevaid that they
would be asked a series of questions at the coiopletf the

interaction. Participants were also told what oeses the robot
could easily understand (that is, “yes, no, okajloh good bye,”
their first names, and “please repeat”), and in ¢thse of the
MelNodsBack condition, they were told that the roloould

understand some of their nods, though probablyatiot They

were not told that the robot would nod back at thehen they
nodded. Participants in the 2003 study had bekhthe same
material as the MelOnlyRecognizesNods participants.

When the robot was turned on, the participant wasriucted to
approach Mel. The interaction began, and the expmier left
the room. Interactions lasted between 3 and 5 miutAfter the
demo, participants called in the experimenter amdewgiven a
short questionnaire, which is not relevant to thdding study.

6. ISSUESIN DATA ANALYSIS

Every conversation was videotaped and annotategddicipant
utterances in the conversation, change of gazbkeoparticipants,
participant head nods and in the MelNodsBack camitrobot
head nods. The number of nods on the part of icjpant in a
conversation varies greatly from participant to tiggrant for
reasons we have yet to understand. Some partisip@ad freely
in conversation, as many as 18 times, while somaateas few
as 0, 1, or 2 times. However, as we discoveregraéning when
head nods occurred is extremely difficult.

The nature of nodding is far more complex than eteuk
Different participants have different types of headds (for
example, head up then down, head down then up, tosadrom
the side up and then down, etc), the duration eir thods varies
(1 up/down versus several), and angle of the nottvareatly.
In fact, our informal sense is that nods vary freery small
angles (3-4 degrees) for acknowledgement of wheatdhot says,
to larger angles for yes answers, to large swirfigseohead when
expresses emphatic affirmation or agreement. Fumibee,
because participants are not always looking diyeatithe robot,
they may nod as they turn to look at another objebile they are



looking at another object, or as they turn backht robot from
viewing another object.

We found that a single annotator was not sufficidat

interpreting head nods because that one annotatondf
additional nods in a second viewing after viewingvesal

different subjects. Therefore, two annotators azeck all 49
videos. However, the annotators did not alwaygagFor some
participants, annotation agreement was quite higbmplete
agreement or as many as 15/17 nods). For othé&cipants, a
total of 9 of the 29 participants, agreement washmiower at
about 50%. To control for this variation, our résumake use of
only those instances where annotators agreed.

The variation in head nod detection by human artortahelps
explain why the vision alone nod recognition algorn, based on
SVM learning techniques, also misrecognized heatsndVhile
we collected 30 additional conversations (not rigmbrin this
work) of participants talking to our robot, in ord® improve
head gesture recognition using dialog context 1B}, the robot's
ability to understand nods for our study was ldsntperfect.
The MelNodsBack group had a mean nod recognitida o
about 48%, and the MelOnlyRecognizesNods groupéhatkan
recognition rate of 41%. A comparison of meansveen these
two groups shows no significant difference in nedagnition rate
(t(25)=0.82, p=0.42).

Every conversation with the robot in our total & garticipants
varied in the number of exchanges held. Henceygvarticipant
had a varying number of opportunities to give fedbwith a
nod depending on when a turn was taken or whattignewas
asked. This variation was due to: different pati®ugh the
conversation (when participants had a choice albdhdt they
wanted to learn), the differences in the demoristiat of

IGlassware and of the robot itself, speech recagnifin which

case the robot would ask for re-statements), refotions in
pausing as a result of hearing the user say “ok¢ mstances
where the robot perceived that the participant disengaging
from the conversation and would ask the participdnthey

wished to continue.

In order to normalize for these differences in casational

feedback, we coded each of the individual 49 cosaterns for

feedback opportunities in the conversation. Opputies were

defined as the end of an exchange where the rahgdeo long
enough to await a response from the participantorbef
continuing, or exchange ends where it waited onigfly but the

participant chose to interject a verbal respondbah brief time.

So for each participant, the analysis below usé®d rate” as a
ratio of total nods to feedback opportunities, eatthan the raw
number of nods in an individual conversation. Remnnore, the
analysis makes three distinctions: nod rates ovenald rates
where the participant also uttered a verbal respdnsd rates
with speech) and nod rates where no verbal respmaseuttered
(nod only rates).

7. EXPERIMENTAL RESULTS

Our study used a between-subjects design Rétbdback Group
as our independent variable, a@Verall Nod RateNod with

Speech RateandNod Only Rateas our three dependent variables.

In total, 49 people participated in our study, efifh in the
MelNodsBack group, fourteen in the MelOnlyRecogsiteds

group. An additional
NoMelNods group.

twenty participants served the

A one-way ANOVA indicates that there is a significdifference
among the three feedback groups in terms of Ov&latl Rate
(F246=5.52, p < 0.01). The mean Overall Nod Rates wW2r8%,

29.4%, and 20.8% for MelNodsBack, MelOnlyRecogriads,

and NoMelNods groups respectively. A post-hoc LSirnpise

comparison between all possible pairs shows a faignt

difference between the MelNodsBack and the NoMeE\gmbups
(p=0.002). No other pairings were significantly fient. The
mean Overall Nod Rates for the three feedback grame shown
in Figure 5.
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Figure 5: Overall Nod Rates by Feedback Group. Subjects
nodded significantly more in the MelNodsBack feedback
group than in the NoM elNods group. The mean Overall Nod
Rates are depicted in thisfigure with the wide lines.

A one-way ANOVA indicates that there is also a #igant
difference among the three feedback groups in tefnidod with
Speech Rate s = 4.60, p = 0.02). The mean Nod with Speech
Rates were 32.6%, 23.5%, and 15.8% for the MelNadkB
MelOnlyRecognizesNods, and NoMelNods groups resgygt
Again, a LSD post-hoc pairwise comparison betwdepassible
pairs of feedback groups shows a significant diffiee between
the MelNodsBack and NoMelNods groups (p=0.004).iAgao
other pairs were found to be significantly differefihe mean
Nod with Speech Rates for the three feedback gravpshown
in Figure 6.

Finally, a one-way ANOVA found no significant diffences
among the three feedback conditions in terms of Doty Rate
(Fz46 = 1.08, p = 0.35). The mean Nod Only Rates werefmu
more similar to one another than the other nod oreasents,
with means of 8.6%, 5.6 and 5.0% for the MelNod$Bac
MelOnlyRecognizesNods, and NoMelNods groups resgygt
The mean Nod Only Rates for the three feedback pgrare
shown in Figure 7.
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Figure 6: Nod with Speech Rates by Feedback Group. Again,
subjects nodded with speech significantly more frequently in
the MelNodsBack feedback group than in the NoMelNods
group.
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Figure 7: Nod Only Rates by Feedback Group. There wereno
significant differences among the three feedback groups in
terms of Nod Only Rates. 2

7.1 Discussion:

These results above indicate that under a variétgoaditions
people will nod at a robot as a conversationallyrapriate
behavior. Furthermore, these results show that subjects who
get no feedback about nodding do not hesitate td imoa

2 There is a slight difference in the totals of tlelNodsBack
group for rates of total nods, nods with speech rods only.
The 1.1% error is due to 3 subjects who noddedouitlspeech
and without a taking a turn—they were nods badkéorobot’s
nods (which were in response to human nods). Shghtly
“recursive” response was very amusing to see, alidus that
the participants paid attention to the robot’'s nod¥e coded
these nods in total nods, but did not code therh #ie other
without speech nods.

conversation with the robot. We conclude that epsation alone
is an important feedback effect for producing humaods,
regardless of the robot’s ability to interpret it.

It is worthwhile noting that the conversations garticipants had
with robots were more than a few exchanges. Whiéy did not
involve the human participants having extendedstunnterms of
verbal contributions, they did involve their actiparticipation in
the purposes of the conversation. Future researexptoring this
area should bear in mind that the conversationkiinstudy were
extensive, and that ones with just a few exchamngigbt not see
the effects reported here.

The two statistically significant effects for nodgerall and nods
with speech that were found between the NoMelNadsig and
the MelNodsBack group indicate that providing imh@tion to
participants about the robot's ability to recogmipels and giving
them feedback about it makes a difference in tie at which
they produce nods. This result demonstrates thalingd
perceptual abilities to a humanoid robot that thenan is aware
of and gets feedback from provides a way to atfeetoutcome of
the human and robot's interaction.

It is important to consider the fact that the maptnts in this
study were novices at human-robot conversationgdraaction.
Their expectations about their interactions with tbbot only had
a few minutes to develop and change. It may wellthat in
multiple interactions over a long period of timeople will infer
more about the robot’s abilities and be able tpoad without the
need for the somewhat artificial gestural feedbaelkchose.

The lack of statistical significance across theugsofor nod rates
without any verbal response (nod only rates) ditdsumprise us.
The behavior of only nodding in human conversaton typical

behavior, although there are no statistics we ar@re of about
the rates. It is certainly not as common as nagldimd making a
verbal response as well. Again, it is notable tihé& behavior
occurs in human-robot interaction and under varydogditions.

By count of participants, in the NoMelNods group,09 20

participants, nodded at least once without spednh,the

MelOnlyRecognizesNods group, 10 of 14 did so andtha

MelNodsBack group, 12 of 15 did so. However, whesing

normalized nod rates for this behavior for eactugrahere is no
statistical difference. This lack is certainly fialy due to the
small number of times subjects did this: the vasjonity

participants (44/49) did a nod without speech dnl2, or 3 times
during the entire conversation. A larger datansight show more
variation, but we believe it would take a great |ded

conversation to produce this effect.

8. CONCLUSIONS

Conversation is a powerful device for eliciting sddom human

participants in human robot interaction. It is @oful enough to

elicit nods even when the robot cannot interpretrtbds for their

conversational feedback purposes. In fact, we faoumdtatistical

difference in the amount of head nodding when theor

recognized a head nod from when it could not, difig that

countered our initial hypothesis. However, when &om
participants know that their robot partner recogeinods and
when they also receive gestural feedback for thedts, they nod
more than when the robot cannot understand thels,nohere the
difference is statistically significant.



Building robots that can converse and interpret dnurgestures
may not be enough; people must have a means mfingawhat
the robot can do, at least until robots and peopkract often in
everyday life. Until then, feedback that indicatdsen the robot
understands gestures are useful just as feedbdok shen the
robot understands spoken utterances.
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