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Abstract

We use the distortion side information (DSI) framework to study the gains in information embed-
ding when the encoder exploits sensitivity of the source samples. Our study for Gaussian source
model extends the dirty paper coding result by Costa to the case of weighted power constraints
with the weights only known to the transmitter. A coding scheme based on fixed codebook
variable-partition codes is presented for this problem. We also present another coding scheme
that exploits the knowledge of DSI and is robust against intentional attacks. Finally, we study a
related problem of Wyner-Ziv coding with reliability side information (RSI) at the decoder. This
latter setup illustrates that fixed codebook variable-partition codes could also be fundamental in
systms that rely on conventional distortion measures.
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problem of Costa [6] to a weighted power constraint, with
Abstract— We use the distortion side information (DSI) frame-  the weights only known to the transmitter. Not surprisingly
work to study the gains in information embedding when the he nested coding framework for this problem relies on using

encoder exploits sensitivity of the source samples. Our study for ) . ;. . .
the Gaussian source model extends the dirty paper coding result the fixed codebook variable-partition codes introduced (in

by Costa to the case of a weighted power constraint with the the quantization context) in [5], [7]. We next consider the
weights only known to the transmitter. A coding scheme based formulation where there is an active attacker as considered

on fixed codebook variable-partition codes is presented for this jn [3]. We present another coding scheme that exploits the
problem. We also present another coding scheme that exploits \\q\yledge of DS at the encoder and for which the worst case

the knowledge of DSI and is robust against intentional attacks. . . .
Finally, we study a related problem of Wyner-Ziv coding with attack can be characterized. Analysis of this scheme reveal

reliability side information (RSI) at the decoder. This latter setup ~ that in the high resolution limit, one does not incur sigrifit
illustrates that fixed codebook variable-partition codes could also penalty even in the presence of an intentional attacker.
be fundamental in systems that rely on conventional distortion The information embedding with DSI problem is also
measures. closely related to a variant of Wyner-Ziv coding. In this
I. INTRODUCTION formulation, the decoder has access to a noisy version of
. . . the source, where the noise in each sample is a function of
X;I'hne ivprlobletmdiog :Ef(:rma:ton e;nbesddlng (IE)l hgs gﬁeg parameteK);. We call this thereliability side information
extensively studie ecent years. See e.g. [1H3]. &he SI). Naturally, this sequence is only known to the decoder

\tNOtrrI](S con5|(<jjer eTrEbeddlg 9 dz(ajn:jes;agel on:_o ]f.i host 5|gnal iint firns out that the fixed codebook variable-partition code
0 the encoder. The embedded signal satisfies a (singe)le re also natural for exploiting RSI at the decoder. Thissetu

distortion constraint. The focus is to characterize theimar particularly interesting since it shows that such codes

S . ) S
:a;[ie St VthICT/ |:1fcc)irmfztatlr0nncatr; bek egtbeided slc(; ratirlrz;ig?gn g?e fundamental even in scenarios that rely on conventional
eliably recovered after an attack. Attacks could be distortion measures. Indeed we discuss several appinsatb

Or'll'r:ee nt;(e)gzlr.lt work extends these information theoretic moi(gq mediate interest that can benefit from such codebooks.
P We note that the information theoretic capacity expression

€ls to take into accognt perceptual fact.ors in the d|simt|%r our formulations are straightforward extensions of [8].
measure. The necessity of such extensions has already qgl n

. R Swever, these general expressions conceal the integestin
recognized. See e.g. [4]. The natural intuition is that th 9 P g

higher embedding rates can be achieved if the encoder s ynamics between the signal side information (e.g. host se-
ably exploits the varying sensitivity of different samplasd HI ence in |E and noisy source sequence in Wyner-Ziv) and

beds inf . dinaly. O his t t.Fistortion/reliability side information. Our main coritition
em he s Informa '?r? a(;:_cct)r tl_ng y.'d ur ?pproz:_c 'SD; q;mn 'Is to develop an understanding of this interaction by stoglyi
such gains using the distortion side nforma lon (DSI) feam the achievable rates and code design of the Gaussian and
work introduced in [5]. In this framework, the DSI sequenc inary special cases. We note that while efficient codes for
n o . . .
Q" specifies the sensn!wty Pf samples in a host S,equenﬁgaling with signal side information inherently have a edst
S™ by controlling the distortion measur€(S;, S;;q;), i =

Lo M i | warally | highestructure (see e.g. [10)), efficient codes that take intmaet
)5 .-, 1. VIOTE SENsIlive -samples - haturally incur NgN€E;ner pg) or RSI must additionally support the variable-
distortion penalty than less sensitive samples.

. . artitioning property. Furthermore, with DSI (RSI) onlydun
We first present the (public) IE problem where the enCOd%[the encoder (decoder) the achievable rates we presemt inc
has access to a DSI sequence and the host sequence.

a %nalty with respect to the capacity (rate-distortionjhwi

decoder does not have access to either of these sequenges. . . ; :
We study the achievable rates for the Gaussian special ¢ ﬁﬁ%al knowledge except in the high SNR (high resolution)

in detail and observe that it extends of the dirty paper qg)dir% c a: escljng:fg;z le?gstlizs gi((a)rl]nformatlon cannot be apprapha

This work was supported in part by NSF Grant No. CCF-0515408,by A different generalizat_iqn of the _Classical model appears
the HP/MIT Alliance. in [11], [12]. Here avector i.i.d. Gaussian source is considered



Msg. W where the maximum is taken over all distributignd/|S, Q)

} and functionsX = g¢(U,S,Q) that satisfy the distortion
Host seq:S" X ‘ yn | w constraintE[d(X, 5;Q)] < D. The alphabet/ of U satis-
Qual. Seq, @ Encoder Chanel Decoder = fies appropriate cardinality bounds and the Markov relation

(U,S,Q) — X — Y holds.
It turns out in some situations that the IE capacity in (1) is

Fig. 1. Information Embedding System Diagram. The encoder hessa i ; ; ;
to the host sequence and the DSI sequence. It embeds a message same as the capacity when the decoder is provided with the

outputs X ™, subject to a distortion constraint. The channel repraseither additional knowledge ofS™, Q™). One example is provided

a memoryless channel or an intentional attacker. in [14] where a specific choice @) and i.i.d. Gaussian source
model is considered. In what follows, we explore more such
situations.

which models, for example the block transform coefficient
in the images and a quadratic distortion measure is uséd.
Other authors (see e.g. [13]) have explored how classicalSuppose thas™, X", Y™ € {0,1}" andps(0) = ps(1) =
guantization index modulation codes could be modified /2. The channel is a binary symmetric channel with cross-
account for perceptual measures when such informationoer probabilityp. Moreover,Q is binary as well withpg (0) =
available to both the encoder and decoder. e,pg(1) = 1 —¢ and thatd(s,z;q) = q(s ® z) i.e. if ¢ =

The information embedding with DSI problem has also beéh We do not incur any penalty in flipping the host sample,
recently proposed independently in [14] as a byproducteif th While if ¢ = 1, we incur a unit penalty. We refer to such a
analysis on coding for the deterministic broadcast channeflistortion as erasure-Hamming distortion. Assume through
While the authors only report one special example for the flfatD/(1—¢) > 1-27"() so that time-sharing is not required
problem, our correspondence with them [15] revealed thet thto achieve the information embedding capacity [2]. The IE
were aware of the broader implications some of which appez@pacity of this system is given by:

Binary Case

in Section Il in the present paper. Our investigation for th@fnc =CP, =c(1—H(p))+(1—¢) (H( ) —H(p) ).
case of an intentional attacker in Section Il as well as the (1—¢)
formulation of Wyner-Ziv with RSI problem in Section IV (@)

ereCE ), denotes the |E capacity witft", Q™) also known
the decoder. Note that when the decoder has this extra
II. INFORMATION EMBEDDING: INCIDENTAL ATTACKS information, the encoder and decoder can without loss in

timality use a different codebook for each value @f

In this section, we present the information embeddirﬁf;r Q = 0, the IE rate isl — H(p) while for Q — 1 the
problem assuming that the channel is memoryless. We assype - P -

that the host sequenc€” is drawn i.i.d. from distribution re;)tlg 'hSH(ﬁ/(lh_ e)) — Hp). Multlple;(mg t::_e tV\E)ql_rate?
(s) and is independent of the DSI sequexgedrawn iid, ESaplishes the the expression toF,. The achievability o
bs (OB follows by evaluating (1) withX = U = V & S,

;C;i;gggsteogﬁéggisg%ws? 'Sneg:j%l:]rf@}; ;I;Z ?ﬁgﬁggsn;gs%;vhere V' is independent ofS with conditional distribution
W into a sequenceX” subject to the distortion constraint?V (01¢ = 0) = pv(1]Q = 0) = 1/2 ﬁ.ndl_)v(HQ IZ 1|) -
E[Ld(S™, X":Q")] — L5 E[d(S,. Xi:Q:)] < D. The 1-py(0|Q = 1) = D/(1—¢). We omit this simple calculation.

channel memoryless with a transition probabilitiy|«). The Note that the test channél = V' 5 is also the optimal
' test channel for quantizing a binary symmetric source with
decoder attempts to decode the mesdagé&om Y. q 9 y sy

respect to an erasure-Hamming distortion [5]. This obsema

We note that our model makes a simplistic assumption thsaﬁ :
L . ests a natural counterpart to the nested coding frarkewo
the DSI sequenc&)™ is i.i.d. and independent of the hosct.L 99 P 9

have not been considered before to the best of our knowled%‘.

4 . ntroduced in [2], [10]. The base code is a rate-distortion
sequence. In practice the DSI sequence is context depen }mal DSI-quantization code. Indeedrandom linear code
and such assumptions may not be always justified. While |

. rate Rg > 1—e¢— (1 —¢)H(D/(1 —¢)) can be used for
may be possible to extend our results to the case when ﬁq% purpose. Cosets of this code can be used for information

fseggtehngg IIeIS n.ﬁt Iellr?d \.':/]?ewé”:r?te t:?ée\t/eg t_he L‘r']'gé";gelembedding. The total number of codewords must not exceed
IS nging Interesting while stucying 2nfe where Re < 1 — H(p) so that successful decoding is

source models. Ultimately the model considered in this pap . . B
could be a useful first step in quantifying the fundament IOSSIble' The achievable IE rafé: — Fq approaches (2).

gains from exploiting sensitivity of source samples. B. Gaussian case
We begin by writing down the capacity expression of The host sequence is sampled i.Ad(0, o2). The distortion
our information embedding with DSI setup. The result ifunction is given byd(s,,q) = q(s — x)2. The information
an immediate consequence of the Gelfand-Pinsker [8] res@inbedding channel is an AWGN chaniél= X + Z, where
taking (Q™, S™) as a composite state sequence. Z ~ N(0,02). The alphabet of) can be either continuous
Claim 1. The capacity of information embedding systenor discrete with the corresponding density(-). We assume
with distortion side information at the encoder is given by that the minimum value of), Q..;, is strictly greater than 0
Cene = max{I(U;Y) —I(U;S,Q)} (1) to avoid certain technical difficulties.
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Fig. 3. Nested Coding structure for IE-DSI. The left figurewh a fixed

. . . ._codebook variable partition code. The quantization regfonthis code can be
It is well known (see e.qg. [3]) that the Gaussian informatiogyjusted depending on whether the horizontal or verticatdiaate is more
embedding setup with quadratic distortion is identicalhe t sensitive. The corresponding quantization regions arevsHay the dashed

; ; - and solid lines respectively. The right figure shows the *fioede formed
celebrated dirty paper COdlng setup of Costa [6] If we defi rom the union of four cosets of this code. Notice that the finde is a good

X2Xx — 8, the channel model is given by = X+ S+Z channel code.
with E[X?] < D. In our DSI-IE extension, the channel model
is also given byy = X 4.5+ Z, but the input power constraint

is of the form E[QX?] < D. See Figure 2. term is similar to the expression fdr,; in (3) but without
If both the encoder and decoder have access to the B¢ “1” in the logarithm. This is attributed to the ‘shaping-
sequence, the capacity is given by loss” because the decoder does not have the knowled@é of

*

a _ 1 % and hence cannot perform the appropriate MMSE scaling for
Cran = E 9 log {1+ 2 ’ ®) each component (which depends 6l,). However, part of
where the expression foDy, Is impTicity given by the shaping-loss can be recovered by a choicevoindependent
waterfilling equationDy, = [1/2Q — 02]+ and ) is selected Of @. This gain is represented by the second term in (5). We

z

to satisfy E[QDy] = D. If neither the encoder or decodercan show that in high SNR, DSI knowledge only at the encoder

know the DSI sequence then necessaiilyis independent of is as good as knowing it at both the encoder and the decoder

© and our setup reduces to that of Costa with power constrafitd Strictly petteréhan ”%t knowing it at the encoder.
121H10 Cfull — C - O

E[XQ} < D/EIQ)]. The corresponding capacity is given by enc
¢ 1 D ) (6)
Chone = 5 log [ 1+ B2 ) “) lim €S, —CC,. > 18 |10 219

z Py enc none —

Characterizing the exact capacity expression when only thE\)ur achie(i/ZaB(i)Iity proof in Proposition 1 lends itself to a
encoder has knowledge of the DSI sequence is difficult eVRlsted coding framework. Figure 3 shows such a code in two
hen S = 0. Hence we provide bounds on achievable. : - e

Werformance with encoder onlv DSI Gimensions. The left figure shows a DSI-Quantization code
P . y L . which supports variable-partition regions. If the horitain
Proposition 1. Suppose thaDg is a function ofQ such coordinate is more sensitive, the quantization regionkethr
that E[QDg] < D. Then, 5 by the dashed line will used; if the vertical coordinate isreno
c¢.>RS . =F [1 log D_ﬂ + 11og (1 + L) . (5) sensitive the regions marked by the solid line will be uséw: T

2 o 2 E[Dq] figure on the right shows the fine code formed from the union

Proof: We setU = X + aS, where p(X|q) = of four cosets of the quantization code. The encoder selects

N(0, D,) andX is independent of. The distortion constraint On€ of the four cosets for quantization and thus embeds two
E[QX?] < D is satisfied by our assumption abg. With bits of information. The decode_r ;lmply maps the received
a = E[Dql/(0? + E[Dg]) we have, symbol vector to the nearest point in the fine code. Note that
Cone > I(U;Y) — I(U;Q, S) the fine cpde has good minimum d|stance_. I-_||gher d|me_an|onaI
=hU|Q,S) - h(U[Y) constructions can also be obtained by a similar coset egtens

- - _ of the quantization codes presented in [7].
=h(X|Q) —h(X +aS|X+ S+ 2)

1 N - )
_ §E10g27T€DQ “h((1-a)X +aZ|X +5+2) I1l. WATERMARKING: INTENTIONAL ATTACKS

We use a game theoretic model to study the achievable rates

1 -
2 §E10g 2meDg —h((1 —a)X +aZ) in the presence of intentional attacks. Accordingly, wdaep

1 1 5 the “channel” in Figure 1 with an active attacker who obsserve
> = 4 N2 w2 2 2
= 2Elog 2meDq 2 log2me (1 — )" X" + a’07) the sequenc&™ and produces an outplit” = A4,,(X™;04)
_E 1 ) Dq 1 oo (1 o2 e where© 4 is a source of randomness available to the attacker.
=508 E Tolog {1+ E[Dg]) ~ Ttere The attack function must almost surely satisfy a distortion

constraint: 3" | d(X;,Y;;Q;) < D4 . We also assume that
The expression foR.,. in (5) consists of two terms. The firstattacker is ignorant of the codebook. The attack functiam ca



be arbitrary apart from these two constraints. Our model is X MELCR)
along the lines of [3].

We note that the coding scheme for the binary setup in Encoder | ndex L [ X =gy Q)
previous section the rate in (2) is also achievable in the
presence of intentional attacks. It can be easily showm¢galo
the lines by Cohen [16, sec. 6.2.2]) that the optimal atta¢lg- 4 Wyner-Ziv coding with reliability side informatiort the decoder. The

L h . sourceX is i.i.d. N'(0,02). (X,Y) are jointly Gaussian given the reliability
is indeed modelled by a BSC with crossover prObab'“tk{arameteQ. The realization of9™ is only known to the decoder. The lattice

Da/(1—e). coding framework for this problem relies on the use of vadgrtition
On the other hand, the analysis of the coding scherfigantizers.
in Proposition 1 for the Gaussian model is difficult in the
presence of intentional attacks because a) The codewaeds ar ) ) ]
not Gaussian sinc® = X + S where X is a Gaussian nD4/E[Q] almost surely. The Gaussian coding scheme in
mixture; b) the transmitted sequendg” is not statistically Proposition 2 can be modified for analysis for thg worst case
independent 0f)", so the attacker can learn it upon observingttack by using the approach of Cohen and Lapidoth [3]. By
X" and use its knowledge to attack the less sensitive sampfBgoducing an equivalent encoder with codewords selected
Hence we propose and analyze another coding scheme Y8iformly on a n-dimensional sphere of radiygno? and
which the worst cast attack model can be found more easify. decoder that selects the codeword with maximum inner
Proposition 2: For the Gaussian model in Proposition 1Preduct with the received sequence, we can show that the
suppose we constraiii and X in Claim 1 as follows i)/ is WOrst attacl2< IS given 2byy = 2(1 —0;/0s)X + Z, where
Gaussian ii)X is statistically independent @. For anyD, < ™ N(0,07(1 — o7 /0;) ando? = Da/E[Q]. Since this is

such thatE[QDg] < D and foro? larger thansup,, Do, the precisely the channel analyzed in CorollaryHey,. ¢ is also
following rate is achievable: B Q achievable in the presence of an active attacker.

1. Do 1 Do As a final comment note thdim,2 .o Cf) — Rene,c =
Rene,g = E {5 log ] tE {5 log (1 - 402)] - M E [—1/2log (1 — Dg/40?)] > 0.Thus there is a loss in the
) achievable rate in the presence of an active attacker even in
Proof: First note that SiNC&min > 0, supy Do <00 S0 the high SNR limit. However in the regime?> — oo which

the set of valido? is non-empty. We seX = U =4S +V, s often of practical interest, the loss approaches zero.
whereyg = 1 — Dg /202 and V is independent ofS with

p(V]g) = N(0,B,), for Bg = Dg (1 — Dg/40?). Note that IV. WYNER-ZIV CODING WITH RSI
both~, > 0 and 3, > 0 by our assumption om=.

L B[(X; — X)) <nD

2
0%

We now consider a related problem involving Wyner-Ziv
ElQ(X — S)] = ElQ((vg — 1)S + V) codnglIIustr_ated in figure 4. The source sequenceis |.|.d._
— E[Q((1o — 1)202 + Bo)] = E[QDg] < D N (0, 0%) which needs to be described to the decoder with a
S A A 95 T PQ) = Ql =~ quadratic distortiony " | E[(X; — X;)?] < nD where X"
Thus the distortion constraint is satisfied. Also sinc i
5 9 9 o 9 IS the reconstruction at the decoder. The decoder observes
E[U%Q) = El(1S + V?IQ) = 1302 + g = of we 2o SO0 . .

5 a “noisy” version of the source, say™ where the noise
have thatp(Ulq) ~ N(0,03) and thus U (and hence X) are. Lo S :
: : N ) is governed by a reliability side information (RSI) sequenc
independent of). Finally we evaluate: " . o

HUY) — IU-0.9) — WUIO. S\ — WUy Q™. We assume that conditioned gh X andY are jointly
(U3Y) —1(U; @, 5) = h(U]Q, 5) — h(U]Y) Gaussian, i.eX = oY + V, wherep(Vlq) ~ N(0,5,) is
=h(V|Q) — h(U|U + N) = h(V|Q) — h(N) = Renc.,c  independent oy’ given Q. FurthermoreQ™ is i.i.d. drawn
B from distribution pg(-) and is independent ofX™. Also
In the above analysis we use the bouh@/|U + N) < assume thap,; = inf, 3, > 0.
h(N) = 1/2log 2meo? to get the achievability rate. While it There are several natural applications where the decoder ha
IS DOSSIble to tlghten this step, we instead note that theeab@ccess to reliability side information. For example the Afyn
rate is also achievable for a different channel model. Ziv video codec (see e.g. [17]) uses the previous framegias si
~ Corollary 1: For the Gaussian channel model in Proposinformation. The decoder can naturally estimate the reati
tion 1, consider instead a channgl = ;X + Ni, where motion in different parts of the frame and this governs the
p1=1—-02/02 andN; ~ N(0,02(:). Then the rateR..c.c  reliability of side information. As another example, senso

is still achievable using the same choiceléfand X. networks collecting data in a time varying environment may
Proof: Note that h(UY) = h(U|U + N1) = have some additional information in the background noisk an

1/2log2mec?. So I(U;Y) — I(U;S,Q) still evaluates to may estimate the reliability of different samples.

Rene,a- n If (@™, Y™) are also available to the encoder, then the

We can now analyze the worst case attack for the under #égcoder simply needs to descrig& with quadratic distortion
constraints in Proposition 2. Note that sinkeis independent D. The R(D) curve is obtained via classical water-filling
of @, Y is necessarily independent ¢f. With some effort, solution. In particular, ifD < G, we have

we can show that if) is over a discrete alphabet, the attacker Ba

1 .
needs to satisfy the distortion constrap}; , (X; — ;)% < R = E {5 log Dl if D < fint (®)



. e 4 s ‘ o a ,TJ ‘ R } : R V. CONCLUSION
R N R e L We have extended the framework of distortion side infor-
°o 4 4 = o A & = . -] ° -] mation and fixed codebook variable partition codes, origjina
4 ¢ = o 4 s = o -] ° 1 ° proposed for quantization problems in [5] to information
R ‘ SEEEIRD embedding with distortion side information and Wyner-Ziv
: : : ‘ : : : ‘| s ’ T | " : ] coding with reliability side information. Our analysis for-
A s m e s s : I - ‘ formation embedding under a Gaussian source model extends

Fig. 5. Fixed-codebook variable partition codes for the @fyAiv with RSI Costa’s dlrty p.aper.codlng result to the case of a we|ghted
scenario. The fine quantization code on the left is a unioroof tosets of a power constraint with weights only known to the encoder.
variable partition codes on the right. The constructionusaldo the IE-DSI Coding schemes which exploit encoder only DSI and are
problem in Figure 3. robust against intentional attackers are also developbd. T
To develop an achievable rate for the case when only ti@ner-Ziv problem with reliability side information at thue-
decoder knows(Q",Y™), we first note the rate distortion coder reveals the importance of variable-partition codé&ban
function of this setup in the general discrete memorylesguations which rely on conventional distortion measuvs
case which is a straightforward extension of the Wyner-Zifiscuss some immediate applications of this setting ane hop
scheme [9]. that it sparks further interest in understanding the stmecand
Claim 2: The rate distortion function for Wyner-Ziv codingproperties of fixed codebook variable-partition codes.
with reliability side information at the decoder is given: by
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jointly typical with (Y™, Q™) in the bin index specified by the [9] A D. Wyner and J. Ziv, “The rate-distortion function feource coding

encoder. How can the decoder exploit the knowledg&)bf with side information at the decoderlEEE Trans. Inform. Theory,
. . s : : ! vol. 22, pp. 1-10, Jan. 1976.

in the lattice fr.amework...The natural _solutlon. is to use adlquo] R. Zamir, S. Shamai, and U. Erez, “Nested codes: an algebianing
codebook variable-partition codes. Figure 5 illustrateshsa scheme for noisy multiterminal network$ EEE Trans. Inform. Theory,

code in two dimensions. The fine quantization code on the left vol. 42, June 2002.

; : : i [11] M. Mihack and P. Moulin, “The parallel-Gaussian waterkiag game,”
is a union of four cosets of a variable partition codebookhen t |EEE Trans, Inform. Theory, vol. 50, pp. 272289, Feb. 2004,

right. The encoder quantizes the source symbol (#ir, X5) [12] A. Cohen and A. Lapidoth, “The capacity of the vector Gsian
to the nearest point in the fine lattice and sends the cosexind  watermarking game,” irProc. Int. Symp. Inform. Theory, Washington

. . . . DC, June 2001, p. 4.
of this point. The decoder upon receiving the coset |ndeﬁ3] C. K. Wang, M. f_ Miller, and 1. J. Cox, “Using perceptudistance to

constructs the partition regions of the correspondingckatt improve the selection of dirty paper trellis codes for watakima,” in

using the knowledge diQ:, Q-). It creates the regions marked IEI(EJE Int. Workshop on Multimedia Signal Processing, 2004, pp. 147-
o : ; - : : 150.

by the sol!d lines if the vertical coordm_ate is more re_IeabI ] E. Haim and R. Zamir, “Quantization with variable regin and

or the regions marked by the dashed lines if the horizontal™ coding for deterministic broadcast channels, Aiterton Conference on

coordinate is more reliable. It reconstructs the centerhef t Communication, Control, and Computing, 2005.

: ; ; ; + [15] R. Zamir, “Personal communication.” 2006.
cell in which (Y1, Y») lies as the corresponding recons"[rucl[IOﬁG] A. Cohen, “Information theoretic analysis of watermaxkisystems,”

point. Ph.D. dissertation, Mass. Instit. of Tech., 2001.

Note that this code construction is the dual of the inform#L7] R. Puri and K. Ramchandran, “PRISM: A video coding pagatbased
tion embedding with DSI problem. Another situation where ﬂ?\agrzoé,'g;";ge:jgﬁfiﬂef;w'cuon at the decoddzEE Trans. on
fixed codebook variable partition codes are used is fadifg] D. Tse and P. Viswanattrundamentals of Wreless Communication.
channels with receiver only channel state information fs; Cambridge University Press, 2005.

5.4.4]. Indeed efficient practical code constructions fachs

channels is an active area of research.
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