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Mitsubishi Electric Research Laboratories 

Mitsubishi Electric Research Laboratories (MERL) is the North American subsidiary ofthe 
corporate research and development organization of Mitsubishi Electric Corporation (MELCO). 
MERL conducts application-motivated basic research and advanced development in computer 
and communications technology. 

MERL' s mission-our assignment from MELCO- is twofold. 

• Generating new technology in areas of importance to MELCO. 

• Significantly impacting MELCO's business-using our technical expertise in 
partnership with organizations in MELCO to produce new and improved products. 

MERL's vision-our goal for ourselves-is also twofold. 

• To be one of the world's premiere research laboratories-significantly advancing the 
frontiers of technology and making lasting impacts on the world. 

• To be the prime source of new technology for MELCO in our areas of expertise. 

MERL focuses on five principal technology sectors: 

Digital Communications - featuring wired & wireless transmission technology & networking. 
Multimedia - featuring speech interfaces and the encoding, decoding, & analysis of video. 
Sensor and Data Systems- featuring HCI, data analysis, & equipment condition monitoring. 
Imaging - featuring computer vision algorithms and the observation of people in images. 
Mechatronics- featuring advanced simulation and control of factory automation systems. 

An Algorithms group supports all five sectors, developing fundamental algorithms. 

MERL is small enough to be agile and flexible in the dynamic marketplace of ideas. However, 
we gain leverage from the size, recognition, and diversity of our strong global parent. We tum 
our technical achievements into business successes by partnering with MELCO's business units 
and with other labs in MELCO' s global R&D network. 

We are strongly involved in the R&D community and standards activities, maintaining long­
standing cooperative relationships with a number of research universities including MIT, CMU, 
Stanford, Georgia Tech, Harvard, Columbia, Tufts, the University ofToronto, Imperial College 
London, ETH Zurich, and Dublin City University. We encourage our staff to be involved in 
their professional communities via conferences, papers, and continuing profess ional 
development. 

MERL's output ranges from papers and patents, through proof-of-concept hardware and software 
prototypes, to modules for industry-first products. The headquarters operation includes a small 
marketing and business development department to help realize the full market potential of our 
work and an in-house patent department to speed the filing of patents. 

This annual report is a snapshot of MERL' s web site. For additional and updated information 
please visit "http://www.merl.com". 

Dick Waters 
President, MERL 
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M ERL Organization 

M ERL is organized as six groups centered on technology areas, which collaborate closely to 
achieve ground breaking results. The six members of the top management team work closely 
together, guiding all aspects of MERL 's operation. 

I Mitsubishi Electric Research Laboratories 
Dr. Richard C. (Dick) Waters (CEO) 

-fOr. Masatoshi Kameyama (CFO & CLO) 

- Directors - Dr. Joseph Katz IEEE Fellow 
Dr. Kent Wittenburg 
Dr. Huifang Sun IEEE Fellow (Deputy Director} 

H Digital Communications 115 _Qeo_Qiej Dr. Jin Zhang 

H Multimedia {11 peoplej Dr. Anthof!Y_ Vetro 

H oata & Sensor Systemsj11_p_eo_Qie) Dr. Ajay Divakaran 

H lmaging (13.5 people) Dr. JayThornton 

H Mechatronics (9 people)Dr. Joseph Katz (acting group manager) 

Y Aigorithms (2 people) Dr. Joseph Katz (acting group manager) 

Y Marketing and business development Mr. Adam bogue 

Richard C. (Dick) Waters Ph.D., MIT, 1978 
President, Chief Executive Officer & Research Fellow 

Dick Waters received hi s Ph.D. in artificial intelligence (AI). For the next 13 
years he worked at the MIT AI Lab as a Research Scientist and co-principal 
investigator of the Programmer's Apprentice project. Dick was a founding 
member of MERL 's Research Lab in 1991 . As a MERL researcher, his work 
centered on multi-user interactive environments for work, learning, and play. 
For this work, he was made a MERL Research Fellow in 1996. In December 

1999, he became CEO ofMERL as a whole. In addition to his duties at MERL, Dick is currently 
a member of the board of directors of the Computing Research Association. 

Masatoshi Kameyama Ph.D. , Tokyo Institute of Technology, 2005 
Executive Vice President, Chief Financial Officer & Chief Liaison Officer 

Masatoshi Kameyama joined MELCO in 1975. He was a Visiting Research 
Scientist at the MIT Media Lab from 1985 to 1986. At MELCO's Information 
Technology R&D Center (Johosoken) he deve loped display systems and 
graphics accelerators for workstations, PCs, and mobile products. He also led a 
project that created very large "display wall s" using multiple rear projection 
modules. Before coming to MERL in 2004, he was the general manager of 

Mitsubishi Electric's Multimedia Laboratory. 
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Joseph Katz Ph.D., California Institute a/Technology, 1981 
Vice President & Director 

After working at Caltech's Jet Propulsion Laboratory for a number of years, 
Joseph Katz went to Symbol Technologies, where as Senior VP of R&D he 
participated in, initiated, and led projects in a wide range of technologies, 
including barcode/RFID data capture, optics, imaging, signal processing, 
computing, networking, security, biometrics, and communications. He joined 
MERL's management in 2004. 

Kent Witten·burg Ph.D., University ofTexas at Austin, 1986 
Vice President & Director 

Before Joining MERLin 2001, Kent Wittenburg worked at the 
Microelectronics and Computer Technology Corporation (MCC), Bellcore, and 
Verizon!GTE laboratories. His research focused on Human-Computer 
Interaction (HCI) technologies. He managed groups in natural language 
interfaces and Internet technologies prior to joining MERL as group manager 
of speech and HCI. Kent was promoted to Laboratory Director in 2002. 

Huifang Sun Ph.D., University ofOttawa, 1986 
Vice President, Deputy Director & Research Fellow 

After four years as a Professor at Fairleigh Dickinson University, Huifang Sun 
moved to the Sarnoff Research Laboratory in 1990 becoming Technology 
Leader for Digital Video Communication. ln 1995, Huifang joined MERL as 
the leader of our video efforts, becoming a Deputy Lab Director in 1997. In 
recognition of his productive career in video processing Huifang was made an 
IEEE Fellow in 2001. He was made a MERL Research Fellow in 2003. 

Adam Bogue B.S., MIT, 1986; MBA, MIT Sloan School, 1990 
Vice President 

Adam Bogue had 15 years of industry experience before joining MERL. This 
included 3 years at GenRad Inc and 7 years at Active Control eXperts Inc. 
beginning as Director of Sales and Marketing and ending as Vice President, 
Core and New Business Unit. Adam came to MERL in June of 2000 to lead 
our Marketing and Business Development effort. 
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Mitsubishi Electric 

Number 196 on Fortune magazine's most recent list ofthe world ' s 500 largest 
corporations, Mitsubishi Electric Corporation has $33 billion in annual sales, $ 1 billion in 
profi ts, and nearly 100,000 employees in 35 countries. 

MELCO is composed of a wide range of operations. The business units with sales of $ 1 
billion or more are listed below. 

Mitsubishi E lectric 
Divers ified Electrical and Electronics Manufacturer 

,__..., Public Utility Systems 

Government Systems, Transportation 

(Kobe, Itami) 

r--
Energy & Industrial Systems (Kobe, Nagasaki) 
Power Equipment, Plant Control 

r--
Building Systems (lnazawa) 

Elevators, Escalators, Building Monitoring 

H Electronic Systems (Kamakura, ltami) 
Satellites, Radar, Military Systems 

r--
Communication Systems (Itami) 

Wired & Wireless Communications, Ce ll Phones 

r--
Living Environment & Digital Media Equipment (Shizuoka, Kyoto) 
Air Conditioners, Refrigerators, TVs, DVDs, LCD Projectors 

1-
Factory Automation Systems 

Programmable Logic Controllers, Industrial Machine Tools 
(Nagoya) 

r--
Automotive Equipment (Himeji, Sanda) 

Alternators, Engine Controllers, Car Stereos, Car Navigation 

r--
Information Systems & Network Services (Tokyo, Kamakura) 

IT Systems, Servers 

Semiconductor & Device (Kita Itami, Fukuoka) 
'---

Optical and Radio Frequency Semiconductors, Power Devices 

Together, these ten business units produce approximately three quarters of MELCO's 
revenue. Because information technology is important to each o f the business units, 
MERL works with them all. 
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It is worthy of note that there are over 30 major independent companies in the world that usc the 
word "Mitsubishi" in their names. These companies include the Mitsubishi UF J Financial Group, 
the Mitsubishi Corporation, Mitsubishi Heavy Industries, Mitsubishi Chemical Holdings, and 
Mitsubishi Motors, (all fi ve of which are also on the Fortune Global 500 list-Numbers 11 8, 
146, 257, 3 17, & 382 respectively). They have shared roots in 19th century Japan; however, 
these companies have been separate for many years and Mitsubishi Electric Corporation has 
been separate from all ofthem since Mitsubishi Electric' s founding in 1921. 

Mitsubishi Electric US Operations 

Approximately 10% ofMELCO's sales are in North America and many of MELCO's business 
units have North American subsidiaries. MERL seeks to work directly with these subsidiari es, 
parti cularly when they have substantia l local design and manufacturing as well as sa les. 

The US operations with sales of $ 100 million or more are listed in order of revenue. 

Mitsubishi Dig ital Electronics America, Inc. 
Design, Manufacturing & Sales: Lihon (Los Angeles, Mexicali MX) 

High Definition Projection Televisions, DVDs, VCRs 

Mitsubishi Electric Automotive America, Inc. 
Manufacturing & Sales: Shahon (Detroit, Mason OH) 
Auto Parts 

Mitsubishi Electric United States, Inc. 
Sales: Severa l BUs (Los Angeles, Sunnyvale & other cities) 

Semiconductors, Air Cond itioning, Elevators 

Mitsubishi Electric Power Products, Inc. 
Design, Manu facturing & Sales: Shakaihon (Pittsburgh) 

Power Transmission Products 

Mitsubishi Electric Automation, Inc. 
Sales & Insta llation: F Ahon (Chicago) 
Factory Automation Equipment 
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Mitsubishi Electric Corporate R&D 

Number 31 on Intellectual Property Today 's most recent list of the top US patent 
winners, MELCO has a global R&D network comprising five laboratories. The chart 
below summarizes the primary activities of these labs. MERL pursues collaborations 
with all these labs and is by itself number 238 on the list of top patent winners. 

Corporate R&D 
Headquarters: Dr. K. Kyuma (Director), Mr. A. Morita (GM), 18 people (Tokyo) 
Managing Mitsubishi Electric's R&D 

Advanced Technology R&D Center (A TC) 
Dr. S. Yamamoto (GM), 900 people (Itami) -
Materials, Semiconductor Devices, Electrical & Mechanical Engineering 

Information Technology R&D Center (lTC) 
Mr. R. Nishii (GM), 800 People (Ofuna) -
Information Systems, Communications, Opto-Electronics 

Industrial Design Center (IDC) 
Mr. M. Hara (GM), I 00 people (Ofuna) -
Industrial Design, Usability Studies 

Mitsubishi Electric Research Laboratories, Inc. (MERL) 

....__ Dr. R. Waters (CEO), 82 people (MA) 

Computer Vision, Communications, Video coding, Sensor networks 

Mitsubishi Electric Information Technology Centre Europe, B.V. (ITE) 

'-
Dr. K. Oshima (CEO), 60 people (France & England) 

Wireless Communications, Digital Audio & Video 
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Awards and Commendations 

The high caliber of MERL 's research and researchers is evident in a variety of ways. Four are 
shown below. The first is the members of our staff that are Fellows and Senior Members of 
technical societies. The second and third are best paper awards and technology awards received 
from outside organizations. The fourth is awards received from MELCO for MERL's 
contribution to MELCO products. Listed below are achievements and awards for the period of 
this Annual Report, July l , 2006 through June 30, 2007. 

Current Technical Society Fellows and Senior Members 

Three of MERL's researchers are fellows of professional societies: 

Dr. Joseph Katz, Fellow Institute of Electrical and Electronic Engineers 
Dr. Joseph Katz, Fellow Optical Society of America 
Dr. Andreas F. Molisch, Fe llow Institute of Electrical and Electronic Engineers 
Dr. Huifang Sun, Fellow Institute of Electrical and Electronic Engineers 

A further thirteen (23%) of MERL's technical staff are Senior Members of the Institute of 
Electrical and Electronic Engineers (IEEE). 

Best Paper A wards 

Seltzer, M.L., Raj, B. , and Stern, R.M., "Likelihood-Maximizing Beamforming for Robust 
Hands-Free Speech Recognition", IEEE TSAP., Vol. 12, no. 5. (2006). (Best Young Author 
paper award from the IEEE Signal Processing Society.) 

Otsuka, I. , Suginohara, H. , Kusunoki, Y. ,and Divakaran , A. , "Audio-Visual Features for a 
Personal Video Recorder", IEEE Transactions on Consumer Electronics, Vol. 53, Issue 1 
(2007). 

Tuze1, 0., Porikli, F. , and Meer, P. , "Human Detection via Classification on Riemannian 
Manifolds", Proceedings of the 2007 IEEE Computer Society Conference on Computer Vision 
and Pattern Recognition (CVPR'07) , June 2007. (2nd Best Paper Award out of 1300+ papers.) 

Technology Awards from Outside Organizations 

In January 2006, Andreas Molisch was elected an IEEE Distinguished Lecturer. 

In August 2006, Paul Beardsley and Fatih Porikli won the R&D100 award for the Heli-Tele 
project led by Maehara-san of lTC. 

In December 2006, Bill Yerazunis was se lected for inclusion in NetworkWorld's 50 Most 
Powerful People in Computer Networking, listed in the "Net Security" category. 

ln May 2007, Huifang Sun received the award of outstanding performance as Associate Editor of 
the IEEE Transactions on Circuits and Systems for Video Technology in ISCAS2007. 
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Awards from Mitsubishi Electric 

In June 2006, MERL staff received two Corporate R&D Valuable Invention awards for patents 
on video summarization. 

In June 2006, MERL staff in collaboration with staff from MELCO's ATC research laboratory 
received an R&D award for their work on "Video Summarization Technology". 

In May 2007, MERL staff in collaboration with staff from MELCO 's ITC research laboratory 
received a Corporate R&D award for their "contribution to mobile communication business via 
international standardization" on WiMAX and 3GPP. 

In June 2007, MERL staff received a Corporate R&D award for their "outstanding contributions 
to global standardization activities on mobile communication technologies". 
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Business Impacts 

This section details the impact of MERL on MELCO's business in four areas: product features, 
system components, licensing, and standards contributions. In each of these areas, there is 
continuing revenue from MERL technology that had its initial impact in previous years. This 
section presents only those items whose first impact occurred in the 12 months covered by this 
annual report. 

A dream ofMERL is to create a new high volume product for MELCO. We have not yet 
achieved this, but we have contributed important new features to a number of products. For such 
features, we take the date on which the product with the feature was first produced for sale as the 
date ofMERL's impact on MELCO. 

A large part of MELCO's business is in the form of large custom systems for business or 
government. MERL has contributed components to a number of such systems. For these 
components, we take the date at which the first system using it was delivered to the customer as 
the date of impact. 

A different way that MERL can impact MELCO is by making standard contributions. This may 
or may not lead to direct revenue via licensing. However, it allows MELCO to keep closely in 
touch with important standards and to shape these standards for maximum benefit to MELCO. 
For standard contributions, we take the date at which a contribution is included in a draft of the 
standard as the impact date. 

A final way that MERL can impact MELCO is by licensing MERL IP to third parties and 
obtaining direct revenue as a result. For licensing, we take the date on which a license 
agreement is signed as the impact date. 

The following subsections detail what MERL' s impact on MELCO has been in the 12 months 
spanned by this report. In addition, they summarize how this impact was achieved. It is worthy 
of note that there are several distinct models of how impact can be achieved ranging from work 
specifically requested by MELCO to finding an application in MELCO for a technology 
developed independently by MERL. In addition, the typical time from the inception of a project 
at MERL until actual impact on MELCO is 3 years, with some projects taking twice as long. 

ZigBee Stack for Layout-Free Light Control System 

On June 22, 2006, The President of Mitsubishi 
Electric Corporation, announced its Layout-Free 
Lighting Control System on the market for sale 
starting in August 2006. The system is called 
MELSA VE NET.F and it consists of inverter 
lighting instruments with communication capability, 
area controller, communication units, lighting 
sensors and motion sensors, switches, and lighting 
set-up device. The system uses ZigBee technology 
to configure lighting devices freely without any limitation from the layout. The lighting devices 
can be turned on or off and adjusted one by one in a whole area. In addition, this system will 
save energy and control a whole system more effectively. For a building with 20,000 square 
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meters (200,000 square feet) the cost of the system starts at $300K. MERL developed the ZigBee 
technology and its stack, especially the network layer protocol (NWK), application sublayer 
(APS) and ZigBee device object (ZOO), which is the enabling technology for this world leading 
layout free lighting control system. 

ZigBee has many other potential applications, such as home automation, building automation, 
automatic meter reading, equipment condition monitoring, and environment sensing and control. 
MERL is working with MELCO to apply ZigBee technology to several other business areas. 
Some new system products including ZigBee are expected to come in the near future. 

Details: In October 2002, MELCO became one of the founding members of the ZigBee Alliance, 
which was established to develop the first standard for low power, low cost, short-range multi­
hop wireless ad hoc wireless network for variety industry applications. Shortly after that, MERL 
was requested by MELCO to support their ZigBee activity and make technical contributions 
towards the world first ad hoc wireless network standard. 

From December 2002 to December 2004, MERL focused on the ad hoc network layer protocol 
development and become one of pioneer members to make significant contributions to the 
standard. For example, due to its energy efficiency, MERL's channel quality indicator based 
routing protocol was included in the specification. Using this protocol, the routing path is 
selected not just based on number of hops or some other merits, but based on the channel quality 
so that the overall energy consumption of the network is minimized. In December 2004, version 
1.0 the of ZigBee specification was published. Since then, MERL was involved in the 
development of the enhanced ZigBee specification version 2.0 to promote ZigBee applications in 
HV AC systems, industry plant monitoring, and other areas. 

In 2004 MERL pioneered the development of a ZigBee stack in collaboration with Renesas. 
Within one year, MERL completed the development of the ZigBee network layer protocol 
software and delivered to MELCO and Renesas. In 2005, MERL continued the stack 
development and finished APS and ZOO as well as some basic application functions. By the end 
of 2005, MERL 's ZigBee stack software successfully integrated with Renesas hardware 
platform, passed all necessary interoperability tests and got ZigBee v 1.0 certified. Meantime, 
MERL and MELCO developed various ZigBee demo systems to demonstrate promising 
applications. All of this prepared necessary technology for introducing new products such as 
Layout-Free Lighting Control System (LF-LCS). 

The most important features of ZigBee technology include self-organizing, self configuration 
network, built-in discovery of devices and services, self-healing, and reliable communication. 
After the LF-LCS network is installed, all those communication units (ZigBee nodes) will be 
automatically connected and form a wireless network. Although the communication range 
between any two nodes is short (1Om-! OOm), with multi-hop routing, the network work can 
cover large area with large number of nodes. Therefore, in this LF-LCS, the setting node can 
communicate with many other nodes one by one without moving close to one particular 
communication unit. In this way, all the lighting devices in the network can be freely controlled 
and configured without any limitation from the physical allocation. Thanks to its self-healing 
capability, when one of the nodes is out of order, for example, it runs out of the battery, the rest 
of network will continue to operate normally. After it is recharged, it can re-join the network 
automatically. This is why ZigBee is a perfect solution for LF-LCS and many other applications. 
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According to the press release, MELCO is planning to ship 15 LF-LCS systems in near future. 
Since 2006, MERL has been working with MELCO to develop ZigBee middleware and enhance 
the ZigBee stack. With the mass production of the ZigBee chip, the cost of the ZigBee will 
dramatically drop. Many more LF-LCS systems and other application systems are expected on 
the market in 2008 and beyond. 

Sports Highlights Playback for D903i Cell Phone 

In September 2006, MELCO began shipping a new 
cell phone for NTT-DoCoMo (model D903i). This 
cell phone has companion software that contains 
an interface concept provided by MERL. For 
sports programming in particular, MERL's 
" intelligent fast forwarding" makes it easy to scan 
through recorded content, skipping from one key 
play to the next. 

MELCO has a long history of video related 
products from video transmission equipment to TV 
sets. One of the labs that became part of MERL 

· -<>- -

was founded in 1993 by the AudioNisual business unit and has been involved with video ever 
since. These researchers work both on projects specifically requested by MELCO and on more 
speculative work. 

Details: ln 1998-99, MERL worked on video indexing in the context of the MPEG-7 standard, 
culminating in the acceptance by MPEG-7 of a "Motion Activity Descriptor" that can be very 
efficiently computed directly from compressed video. 

Building on this foundation, MERL did speculative work on automatic video summarization 
starting in 2000 and continuing through 200 1 and into 2002. The general goal of video 
summarization is to locate a small subset of a video that can serve as a summary of the rest. 

MERL's initial work in this area took the traditional approach of breaking video into segments 
and selecting "key frames" to represent each segment. However, over time, MERL's focus 
shifted to what is perhaps better described as intelligent fast forwarding. In particular, MERL 
created a prototype system featuring variable speed playback where " interesting" segments are 
played back at normal speed while other segments are played back faster than real time. In this 
system, "interesting" was defined primarily in terms of MERL 's motion activity descriptor, with 
segments featuring highly varied motion being considered more interesting. 

MERL demonstrated its summarization work to MELCO people on a number of occasions 
staring in mid-2001. In mid-2001 , MERL's prototype was demonstrated to a group of people at 
MELCO who were designing DVD recorders and generated considerable interest from them. 

When purchasing a DVD, people are accustomed to receiving indexing information such as a 
table of contents dividing the recorded material into "chapters". However, when a standard 
DVD recorder writes content, this is typically stored without any indexing information at all. 
MERL's work held the promise of (at least partially) fi lling this gap. 
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Starting in the last half of 2001 , the DVD recorder group began to push the process forward to 
the look and feel of the prototype. In late 2002, they presented MERL' s demo to the home 
entertainment products business group and started to get buy-in from them. 

In parallel with the image-based work above, MERL began to experiment with using audio 
features for summarization. This was done using code developed separately by a MERL 
researcher as part of his work on an audio contribution to MPEG-7. This work got off to a slow 
start in 2001, but by 2002 had yielded tantalizing results. Driven by the needs of their specific 
application, the MERL researchers eventually re-designed the audio analysis algorithms. They 
went on to devise a classifier training technique that yielded the high classification accuracies 
that were required for the application. A key aspect of the algorithm that it enabled scalable 
summarization i.e. generation of summaries of any desired length. 

Everything began to come together in 2003, with a strong push toward productization. While 
studying exactly how MERL's work could be included in a DVD recorder, it was discovered that 
the planned DVD recorders did not have enough processing power to support video analysis--­
not even highly efficient analysis based on motion vectors. Fortunately, it was discovered that 
satisfactory results could be obtained by using very efficient-to-compute audio features alone. 

MERL's on-site collaboration with Japanese engineers revealed that the percentage of a 
characteristic mixture of the commentator's excited speech and cheering, in a sliding window 
centered at the current point in time, is a good indicator of the interest level of the program 
around the point. The summarization mechanism consists of playing back only the parts that 
exceed a certain specified interest level. The final algorithm therefore consists of audio 
classification carried out on the incoming audio stream in real-time followed by a percentage 
calculation that yields the " interest level." The graph of" interestingness" vs. time enables the 
user to modify the length of the summary by moving the aforementioned threshold up or down. 
The technique works well across a wide variety of sports content, as noted by several reviews in 
the Japanese press. 

Close collaboration continued through 2004 and into 2005, leading to the joint creation of 
product-ready summarization code. This was included in the product released in late 2005. 

The product has received critical acclaim in the Japanese press. The prestigious magazine HiVi 
rated it as the best buy in its category. It is the world's first mainstream PVR with such 
highlights playback capability. 

In 2006, MELCO ported this functionality to the companion software ofNTT DoCoMo's cell 
phone model 903i. The software extracts sports highlights from content recorded on the PC. The 
extracted highlights are in mp4 format and are transferred to the cell phone through a USB link. 
The cell phone is equipped to play the sports highlights with essentially the same interface as that 
of the DVD recorder. 

In addition the new work on cell phones, MERL's contribution to MELCO's DVD recorder 
product continues. In September 2006, MELCO began shipping a new DVD recorder (model 
DVR-DV635), which includes MERL's " intelligent fast forwarding" implemented using purely 
the host embedded CPU unlike the previous model that employed an additional DSP. MERL 
succeeded by both adapting the core algorithm to reduce the computation and memory footprint, 
as well as by optimizing the software, thus achieving the functionality at no additional hardware 
cost. 
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In the future, we plan to extend our techniques to other genres of content to enable similar 
intelligent "trick play." 

Contributions to the ZigBee Cluster Library 

The ZigBee standard for short range communications includes a so-called "ZigBee Cluster 
Library" which defines a set of reusable device descriptions and attributes that can be used to 
develop advanced application profiles. MERL technology for thermostat and fan control was 
included in the Cluster Library (Document 075123r01ZB) at the end of2006. 

Since 2003, MERL has been involved in the creation of ZigBee Alliance Specifications. We 
initiated early attempts to draft Application Profiles in the domains of Industrial Plant 
Monitoring (IPM) and Heating, Ventilation, and Air Conditioning (HVAC), with MERL 
researchers acting as chairmen of these two groups. The IPM specification was balloted and 
approved by the ZigBee Alliance in 2005. However, subsequent releases of the underlying 
ZigBee protocol stack caused a fundamental change in the way that ZigBee handles specific 
devices. In particular, the approach was changed from profiles to a library of concepts that could 
be used by devices. Aspects of MERL's work (particularly on the HVAC profile) were 
subsequently combined into this library. 

Face Recognition for Biometric Terminal 

In January 2007, MELCO made the first installation of a new 
biometric access control system (ACS) for the Japanese domestic 
market, the " Integrated Face/Fingerprint Biometric Terminal 
OPG-FACE." The system consists of a client device (or devices) 
for user interaction-the " terminal"- and a server that does the 
heavy computation and stores the various biometric data bases. 
The terminals are capable of capturing both face images and 
finger print images. They also contain a keypad for user entry of 
PIN codes if desired. When installed, a terminal is mounted next 
to a door that requires controlled access. To gain access, a person 
must be recognized based on one (or both) of the biometrics. The 
novelty of the system is the inclusion of MERL's face 
recognition to allow faster and more convenient user interaction 
with the ACS. 

Details: MERL's work on face recognition started in 2002. Face recognition was a natural 
follow-on to the face detection work done by MERL staff Paul Viola and Mike Jones and now 
widely imitated throughout the world. Although the face detection work was started outside 
MERL, we went on to make an improved algorithm for detecting faces in images, and then to the 
problem of recognizing those faces. All this work is distinguished because of its speed and its 
light weight implementation. The detection speed derives from two things: first, faces are 
detected by sequentially testing and rejecting image patches. Most patches are rejected right 
away, so the analysis can go on to consider the next patch. Second, each test is extremely simple 
and fast to compute because it is based on simple sums and differences of rectangular pixel areas 
in the patch. Exactly which tests ("rectangle filters") produce good results is determined by a 
machine learning selection algorithm called Adaboost. The same rectangle filters and learning 
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engine were applied to the face recognition problem by pairing face images into "same person" 
pairs and "different person" pairs. The learning engine selected filters that best classified pairs as 
same or different. Of course, before faces could be compared for recognition, they had to be first 
detected, and then aligned so that features were in more-or-less constant positions. This 
alignment was also accomplished using similar detectors trained to locate eyes, nose, comers of 
the mouth, etc. 

There are many applications of face recognition in MELCO businesses, so MERL was 
encouraged to benchmark and improve the performance of the method over several years. This 
effort became a close collaboration with MELCO domestic laboratories and ultimately resulted 
in error rate reductions by more than an order of magnitude. The process of continual 
improvement continues today as we strive to extend the range of successful face recognition to 
less controlled lighting and pose situations. 

Human Tracking System Using RFID and Face Recognition 

In the spring of2007, Mitsubishi Electric began selling a human tracking system that uses both 
face recognition and RFID tags to keep track ofthe location of people in a secure facility. RFID 
is good for positive ID at specific checkpoints. Face recognition allows less formal verification 
between checkpoints that a person passing by is who the system expected and is indeed 
authorized to be in the location. MERL provided the face recognition algorithm used in the 
system. 

Since 2005, various parts ofMitsubishi Electric have become increasingly interested in systems 
employing face recognition that build upon existing products and sales channels. The human 
tracking application grew out of existing business with some large, secure facil ities, and it was 
natural to propose a system to raise the general security level. Development went on in 2005 and 
2006, culminating in the product release in the spring of2007. The face recognition algorithm is 
the same MERL algorithm that is used in the biometric terminal described above. 

Object Tracking for Harbor Surveillance Systems 

In February 2007, MELCO began 
installing the new harbor surveillance 
system that is built using high-end security 
DVR as a core (model TL-5000U). The 
integrated system contains other 
components such as PTZ cameras, 
information fusion and storage servers, 
video encoders, cable detectors, etc. to 
provide a complete solution for a wide 
spectrum of applications, ranging from 
high security areas to small businesses and 
residential houses. MERL's advanced 
detection ad tracking technologies make it possible to automatically find humans in variable 
frame rate video, track humans and vehicles, analyze their actions using motion histories, detect 
left-behind objects, and effectively control PTZ cameras. 
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MERL has been an award winning leader in computer vision area in the last decade and M ELCO 
has a long history of video surveillance products from the world' s first time-lapse video recorder 
to smart cameras. In 2000, MERL focused its related research on the understanding of people's 
and vehicles ' movements in video with the goal of developing technology for surveillance and 
traffic products. This led to a wide range of technologies in the areas of motion detection, object 
tracking, and human detection. 

Details: In 2001 , MERL started automatic video object segmentation for consumer video to 
enable efficient encoding. This work naturally evolved into the background generation by motion 
detection for static camera setups in 2002, culminating in the development of a robust and 
accurate online learning method for static cameras that outperforms the conventional approaches 
proposed by MIT and other companies. MERL's initial work in this area has been later extended 
for larger surveillance systems that consist of multiple non-overlapping cameras in 2003. 

Building on this foundation, MERL did speculative work on the low-frame-rate object tracking 
to achieve processing of multiple input videos on the same processor in 2004. The goal of object 
tracking is to extract discriminative information of moving objects that can empower automatic 
event detection. 

Everything began to come together in 2005, with a strong push toward productization. By the 
diligent efforts of MELCO team, MERL 's object detection and tracking solutions found their 
way into DVR, access control and human recognition system, wide areas security system, and 
intelligent camera terminal. In 2006, a parking lot monitoring system was another application 
that wanted to feature MERL's detection technology in its upcoming versions. 

Driven by the needs of the harbor surveillance system and by constantly improving on the core 
technologies, MERL has won one of the best paper awards at CVPR out of 1300 papers for 
human detection on manifold technique in 2007. 

Technologies developed for this system also benefit other projects. For instance, the human 
detection using the classification on Riemannian manifolds is now a core solution for pedestrian 
detection for on-vehicle cameras. The background generation based people counting algorithm is 
being used in Misubishi Electric ' s large visual system. The shadow removal and tracking is 
integrated in the DSSS system for identification of illegal passes at toll gates on highways. The 
object boundary and pose tracking methods are being revised for tracking of organs in medical 
data, for extraction of player statistics in sports videos for a potential collaborator in US, for 
controlling of the airborne camera in a next generation Heli-tele.2 system, and for correlating the 
visual information in MERL's own ambient intelligence system. 

Our detection and tracking methods are shown to be superior to our competitors in terms of 
accuracy as they employ competent image descriptors and precise learning techniques. We are 
currently developing ultra-fast and economical implementations that make use of the of-the-shelf 
components. 
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Phase Unwrapping for Interferometric SAR 

In early 2007, MELCO delivered to a 
customer Digital Elevation Maps (DEMs) 
produced using a new Ku-band airborne 
Interferometric Synthetic Aperture Radar 
(InSAR) system. A OEM is an elevation 
(height) map of terrain, providing a height 
for sampled locations on the ground (in 
our case on a 50 em x 50 em grid) and can 
be used for a variety of purposes. An 
InSAR system uses two radar receivers, master antenna 
one of which is also a transmitter, 
separated in height and traveling on a moving platform such as an airplane, to create DEMs of 
terrain from long range and in any weather conditions. The new system includes a crucial 
computational software component from MERL for 2-D phase unwrapping. The system and its 
resulting DEMs demonstrated less than 50 em mean absolute height error, which is believed to 
be unprecedented in InSAR imaging and substantially due to MERL's phase unwrapping 
algorithm. 

MERL plans to continue development of the software, primarily to improve the speed of the 
algorithm, which may become important to MELCO as more and larger datasets are processed in 
the near future. 

Details: Two-dimensional phase unwrapping is the critical computational step in InSAR and has 
received a number of recent treatments. In 1998, Constantini published a method based on 
network programming using a Minimum Cost Flow (MCF) algorithm. In 2000, MELCO's 
previous phase unwrapping algorithm was developed with MIT and was based on a Weighted 
Least Squares (WLS) algorithm. In 2001 , Frey, Koetter, and Petrovic published an algorithm for 
phase unwrapping using " loopy" Belief Propagation (BP). In 2002, Dias and Lei tao published 
the Z-Pi-M algorithm. 

In the same time period, MERL had been actively involved in research on Belief Propagation 
and in 2002-2003 undertook a basic research project to accelerate the very time-consuming 
operations of2-D BP networks by using a Graphical Processing Unit (GPU). MERL chose the 
Frey phase unwrapping algorithm as a test case and demonstrated a 30x acceleration of the BP­
based phase-unwrapping computation using a GPU. Also during the same time period, MERL 
was assisting MELCO on a separate project for satellite-based 3-D modeling, including the use 
of satellite-based SAR. 

In 2004, inspired by both the MERL projects, MELCO asked MERL to pursue research on phase 
unwrapping itself. 

By March 2005, MERL had implemented in-house software for the existing WLS-based and BP­
based algorithms and was able independently to verify that the Frey BP-based algorithm was 
superior in many ways to the WLS-based algorithm. Although, despite better results in most 
cases, the BP algorithm had one important flaw in that it did not guarantee a residue-free 
solution. "Residues" in 2-D phase unwrapping are points of inconsistency that disallow the 
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forming of a consistent phase solution throughout the pixel map. Removing all residues is one 
important requirement of a successful 2-D phase-unwrapping solution. 

During this testing period, MERL undertook a research effort to understand the nature of existing 
algorithms and to design a better one. All existing algorithms had fundamental theoretical flaws. 
The MCF algorithm always produces a residue-free solution, but does not support a noise model. 
The WLS algorithm produces a residue-free solution and rejects noise statistically, but at the 
expense of large systematic local distortions caused the wide-scale smoothing inherent in the 
formulation. The Frey BP algorithm performs well locally, but does not guarantee a residue-free 
solution and does not use a noise model. The Z-Pi-M algorithm does not guarantee a residue­
free solution. 

By June 2005, MERL had developed a solution using a combination of BP and MCF. The BP 
part was based on a well-formulated factor graph that supports both a noise model and a terrain 
model. The MCF part guaranteed a residue-free solution at each step. The MERL BP-MCF 
algorithm was developed and tested over the Summer 2005 showing superior results to existing 
algorithms including a guaranteed residue-free solution, statistical noise and terrain models, and 
good performance in both low-noise and high-noise regimes. 

The main drawback to the system was that the BP part of the implementation was large and slow. 
For a large realistic 100 MPixel dataset, the algorithm would require 400 G B memory and take 
184 hours (8 days) to compute, which is probably impractical. This drawback led to the design 
of a more efficient Iterated Conditional Modes (ICM) approximation to the BP part of the 
algorithm and led to creation of the MERL ICM-MCF algorithm. It was believed that the results 
would be similar, but the same 100 MPixel dataset would require only 5 MB and 6.5 hours. 

Between September 2005 and March 2006, a software engineering effort was made to convert 
the original research prototype into useable software that was efficient and could be maintained 
and tested more easily. This effort included converting certain parts ofthe software from 
floating-point to integer and replacing BP with lCM. 

In April2006, MERL internally released MERL ICM-MCF algorithm to be used for internal 
data processing. MERL received SAR data from a flight test made by MELCO earlier in the 
year, processed the results and delivered them to MELCO for analysis. The analysis found the 
results to be significantly superior to the existing phase unwrapping results . MERL made 
subsequent improvements in the accuracy of the algorithm and the performance of the software. 

In March 2007, MELCO reported results of evaluating the latest software on new flight data 
collected on behalf of a customer. The results were compared against laser profiler data of the 
same area and were found to produce height errors under 50 em, a very good result, believed by 
MELCO experts to be unprecedented and meeting the requirements of the customer. 

In April 2007, researchers from MERL and MELCO collaborated on a report to be published in 
Japanese at IEICE and in English at the IGARSS 2007 conference in July in Barcelona. 

MELCO anticipates new contracts in the near future which will require processing many more 
and larger datasets. To make this feasible, MERL intends to continue work in FY2007 primarily 
to make the software faster. Other planned improvements include refining the noise model of the 
algorithm and improving memory management and diagnostic reporting of the software. 
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Contributions to IEEE 802.15.4a UWB Personal Area Networks 

In March 2007, the IEEE Standards Association 
officially approved the IEEE 802.15.4a 
standard, which provides an u1trawideband 
(UWB) - based physical layer for 
communications and ranging in Personal Area 
Networks (PANs). PANs have obtained great 
importance in recent years especially for sensor 
network applications and home automation; for 
example, the widely used ZigBee standard 
defines a good networking layer for such 
networks. The IEEE 802.15.4a standard is the 
first to provide explicit support for ranging, and 
also provides a modulation scheme that provides 
extremely energy-efficient communications. 

MERL has been a key player in the development 
ofthe IEEE 802.15.4a standard, and has 
provided a number of important technologies. 
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MERL technologies that were added during the past year are the "Start Frame Delimiter" (SFD) 
and a scaling factor for the range quality indication. 

Details: The IEEE 802.15.4a standard defines an alternate physical layer for the IEEE 802. 15.4 
standard, also commonly known as low layers ofZigBee. While the original 15.4 standard used 
narrowband signaling, the 15.4a standard employs ultrawideband (UWB) signals, i.e ., signals 
with a bandwidth of 500 MHz. This large bandwidth enables very precise ranging between 
devices; the range information between several devices can be converted into geolocation 
information. The use of UWB signaling also allows the design of low-complexity, energy­
efficient communications approaches. 

MERL has been a key player in the 802.15 .4a standard ever since its inception in 2003. Members 
of MERL have played leading roles as subgroup chairmen and technical editors, over the years. 
Furthermore, a number of key technologies from MERL were included in the standard. After the 
official approval of the standard by the IEEE in March 2007, the first products from different 
manufacturers have been deployed. 

ln order to achieve precision ranging, the 15.4a standard defines a preamble that is sent at the 
beginning of every packet. This preamble, which also serves for acquisition of the packet, has 
variable length, and repeats a certain pre-determined sequence many times. Since the length of 
the sequence is not known a priori, and since a receiver does not know which repetition of the 
sequence it is observing after hav ing acquired the signal, it is necessary to clearly demark the end 
of the preamble, and the beginning of the actual payload data of a communications packet. This 
demarcation is achieved by means ofthe "Start Frame Delimiter" (SFD). The SFD is a unique 
sequence of bits that allows easy detection. With a well-designed SFD, the receiver correlates 
output during preamble part of the received packet would not have side lobes as illustrated in the 
figure, hence a better SFD detection performance. 
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Since both coherent and noncoherent receivers are envisioned in IEEE 802. 15.4a systems, the 
SFD has to be designed in such a way that good correlation properties are retained with both 
types of receivers. The IEEE 802.15.4a supports a mandatory short SFD (8 symbols) for the 
default mode (lMbps) and an optional long SFD (64 symbols) for the nominal low data rate 
(106Kbps). Both short and long SFD sequences in the IEEE 802.15.4a standard are provided by 
MERL. 

A further contribution to the standard was the design of the feedback for ranging reliability 
information. In order to provide precise geolocation, a node has to combine the ranging 
information from different neighbors. The best location estimate is achieved when the node 
knows the reliability (probable error) of each ranging estimate; this information is communicated 
in a quantized form in a feedback packet. But for different applications, different orders of 
magnitude are most probable for the error - for example, for line-of-sight short-range 
communications, errors on the order of one millimeter are likely, while for long-range non-line­
of-sight situations, one meter is a typical error. In order to accommodate those different ranges in 
a quantized feedback packet, we have introduced a scaling factor into the packet. 

Both the SFD and the ranging scaling factor are now established part of the 802.15.4a standard. 
Research at MERL and MELCO is ongoing for exploiting the ranging capabilities of 15.4a in a 
variety of future MELCO products. 

"Watch-List" DVR Software DX-PCSSEXP 

In the first quarter of 2007, MELCO released to customers of its Digital 
Video Recorders (e.g. the TL5000U) a new software suite, the DX­
PC55EXP, that runs on a PC and allows automatic scanning of the stored 
video for people on a specified "watch-list." 

Details: The DX-PC55EXP is the latest version of software that started 
with the PC55PRO. The goal of the PC55 series is to allow more 
convenient access to video stored on the DVR. This first version was introduced in the February 
2006 and included video search based on face detection and on tracking-another MERL 
technology (see the MERL 2006 annual report for more information about the the PC55PRO.) 

Detection and counting of faces can narrow down the possible video an operator might have to 
earch through, but face recognition can be even more specific about exactly what should be 

retrieved: someone who " looks like this." In 2004 MERL made a system for video retrieval 
based on face recognition that we called "Face Browser" (see MERL 2004 annual report.) The 
idea of Face Browser was that, as faces were detected and recognized in real time, meta-data 
characterizing that person was recorded along with the video. At a later time, a user could select 
a person by clicking on a gallery of faces and then automatically jump to points in the video 
containing that person. Again our MELCO colleagues took over the development that resulted in 
the PC55EXP release this spring. Although Face Browser demonstrated the possibility, face 
recognition for identifying people in video had to substantially mature before it was ready to 
become a MELCO product. Recognition in free video is much more challenging than recognition 
for access control where a person is cooperating with the system in order to gain entry. In the 
case of identification in free video, lighting, pose, and expression all vary in complex ways. This 
complexity promises to keep MERL and MELCO researchers challenged in the near future and 
is the principle focus of our current face recognition work. 
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Network Key Management for ZigBee Chip 

ZigBee is a w ireless communications standard intended 
for home automation and sensor network applications. 
ZigBee builds upon the IEEE 802. 15.4 standard which 
defines low-rate (<250kbps) physica l and MAC 
(Medium Access Control) layers. This chip is based on 
a microprocessor running software written by MERL. 
MERL provided the network layer (NWK), application 
support sub-layer (APS), and ZigBee Device Object 
layer (ZOO). During 2006, MERL completed the 
ZigBee stack by implementing APL Security. Renesas 
first shipped a chip implementing the ZigBee 
communications protocol in 2005. APL securi ty was 
incorporated into the chip in the first quarter of 2007. 
Renesas also sells a ZigBee Demo Kit (RZB-ZMD 16C­
ZDK) for both 900-MHz and 2.4GHz. 

Besides completing the last piece of ZigBee stack with the implementation of APL Security, 
MERL has worked on and continues to work on Z igBee applications with proj ects like Image 
Over Z igbee, Voice Over ZigBee and Z igBee Middleware. 

ZigBee work at MERL started in 2002 w ith participation in the Z igBee Alliance standard. 
MERL started implementing the NWK layer in 2004 and by 2005 had completed the basic stack 
implementation of NWK, APS and ZOO, which was delivered to Renesas and MELCO. In 2006 
MERL completed the Z igBee stack by implementing APL Security. ZigBee APL Security 
bui lds upon the security of IEEE 802. 15.4, providing an architecture for management of keys 
and implementation of security po licies. The implementation of APL Security for the appl ication 
layer includes methods for key establi shment, key transport, frame protection, and device 
management. 

Key Establishment: ZigBee uses 128-bit symmetric keys. A key can be associated w ith either the 
network (NWK and MAC layers) or with a link (application layer). Establi shment of link keys is 
based on a master key which controls link key correspondence between two devices. 

Key Transport: Key distribution is an important function in a secure network . A secure Z igBee 
network w ill designate one device, call ed the trust center, that all other devices trust for the 
distribution of securi ty keys. APL Security includes services for transport of keys between 
devices and the trust center. 

Frame Protection: The implementati on of security for ZigBee includes protection of outgoing 
frames w ith encryption using the master, network and link keys which have been estab lished and 
transported between devices. Frame protection is implemented at the APS layer and also 
includes decrypting of incoming frames. 

Device Management: The APL security is responsible for maintaining the security policies of a 
device and in the network. This includes the addition and removal of devices as well as the 
propagation of changes in devices or the trust center itself. 

The implementation of APL Securi ty completes MERL development of the Z ig Bee stack 
producing a two-fold business impact. While Renesas sells MERL's ZigBee stack 
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implementation with their MCU, MERL is also working to help MELCO business units apply 
ZigBee technology to their customer appl ications for a technically competitive advantage. 

Spoken Interface Testing & Support for US & EU Car Navigation 

In the second quarter of2007, MELCO started 
shipping production ready voice enabled nav igation 
head units. This is the first production product to 
come out of MERL's wide ranging support for the 
development of voice enabled automotive 
electronics for markets outside of Japan. M ERL has 
provided testing and evaluation of speech 
recognition and synthesis engines, vo ice user 
interface translation and design, and customer 
support among other services. 

The MERL speech team's primary focus has been in developing easier to use and safer vo ice 
interfaces for mobile applications. SpokenQuery (SQ) enhances the usabi li ty of commercial, 
automatic speech recognition (ASR) engines. Using processing of ASR output, SQ allows for 
natural, free-form spoken requests for information. Using SpokenQuery is like using Google to 
locate something you need, but you say the descriptive words instead of typing them. 

Details: This project was started in response to a request in 200 I to support development of voice 
interfaces for automotive navigation systems outside of Japan. The MERL speech team's 
experience in developing products for these markets provided key expertise. The project started 
with the testing of commercial speech recognition and synthesis engines and giving voice user 
interface design advice. 

In September 2004 MERL sent a team member to Europe for several months to help with 
product specificat ion and support communication wi th the automobi le manufacturer. MERL has 
provided ongoing advice on the voice interface specification in several languages. 
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Technical Staff 

The most important assets of MERL are its people. The following pages present the capabili ti es 
and interests ofMERL's current tech nical staffmembers. Additional information about their 
work can be found in the publications list and the project descriptions in this report. Complete 
infom1ation can be found in people's individual web pages at "http://www.merl.com/people". 

Amit Agrawal Ph.D., University of Mwy land, 2006 
Visiting Scientist 

Prior to his graduate studies, Agrawal worked as a DSP engineer at Hughes 
Software Systems, India , for one year. His research interests are in computer 
vision, image processing and computational photography. Current projects 
include motion photography, fl ash photography, surface reconstruction from 
gradient fi elds, high dynamic range imaging and image editing under 
variable illumination using gradient domain methods. 

Shmuel Avidan Ph.D. , HebreHI Univers ity, Jerusalem, Israel. /999 
Research Scientist 

Avidan 's research focus is computer vis ion with occasional detours into 
computer graphics and machine learning. He joined MERLin 2004 after 
three years at Mobi iEye, where he developed detection and tracking 
algorithms for vision-based driver assistance systems. He also had a faculty 
position at the Interdisciplinary Center, Herzlya, Israel. He also worked at 
Microsoft Research on modeling environments from collections of images. 

Ali Azarbaycjani Ph.D. , Massachusetts Institute of Technology, 1997 
Principal Technical Staff 

Azarbayejani's thesis was on computer-vision-based computational 3D 
geometry and underl ying nonlinear probabilistic methods. In 1997, he 
founded Alchemy 3D Technology to develop technology and software based 
on his research. There, he led the development of new markets in the film 
and video post-production industry for vision-based software. In 2003, he 
joined MERL with interests in technology, software, and business 
development. 

Luigi Baccari B.S., University of Massachusetts of LoH·e/1 
System & Network Administrator 

Baccari has 23 years of experience in the System and Network 
Administrations field. For the 6 years prior to joining MERL he worked at 
HP/Compaq's Cambridge Research Labs providing System and etwork. 
Previous to that he worked for Force Computers, Lycos and Digital 
Equipment Corp. as Data Center Manger and in various System/Network 
Support roles. 
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John C. Barnwell III 
Research Assistant 

John Barnwell is a former Software Engineer developing configuration and 
database systems for the aircraft manufac turing, food process ing, large 
truck manufacturing and computer manufacturing industri es. His current 
personal interests include amateur radio, CNC control systems and 
mechanical and electrical design. 

Paul A. Beardsley Ph.D. , Oxford University, 1992 
Senior Research Scientist 

Beardsley's thesis work was on applicati ons of proj ective geometry to 3D 
recovery from images. His current focus is on 3D scanning, stereo vision 
for surveillance particularly looking at depth and 3D connecti vity cues to aid 
segmentation of individuals in a crowd, and hand-held projectors together 
w ith novel modes of use. In support of a range of vision research at M ERL, 
he is working on the Diamond3D vision library. 

Ghulam M. Bhatti Ph.D. , Boston University, 1998 
Principal Technical Staff 

For hi s thesis, Bhatti specialized in distributed and paralle l d iscrete event 
simulation. Before joining MERL in 2000, he worked as a Sr. Software 
Engineer at Evare LLC, Inc, developing software for a network switch and 
implementing an RSA cryptographic scheme. He also worked at Excel Tech. 
Ltd. (XL T EK) developing embedded software for a portable EEG device. 
Currently, he is work ing on Home Networking and Digital T V. 

Matthew E. Brand Ph. D., Northwestern University, 1994 
Senior Research Scientist 

Brand studies unsupervised learning from sensory data. His results include 
spectral solutions for reconstructing manifolds from samples, decision­
theoretic elevator group control , a linear-time online SVD, recovery of non­
rigid 3D shape from ordinary video, and an en tropy optimization framework 
for learning. He has received best paper awards in computer vision 
(CVPR200 I) and scheduling (ICAPS2003). 

Dirk Brinkman J.D., Suffolk University Lmv School, 1990 
Paten t Counsel 

Brinkman's undergraduate and Masters work was in Medical Phys ics. Prior 
to joining MERL in 1998, he spent most of his career at Digital Equipment 
Corporation, first as an engineer and product manager in the Medical 
Systems Group and then as a Patent Attorney for Digital 's Research 
Laboratories in Cambridge MA and Palo Alto CA. 
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Stephen R. Burgess B.S., Bath University, 1980 
Principal Technical Staff 

Steve Burgess has extensive and diverse experience in ASIC/FPGA and 
digital board hardware design. He was a member of the ASIC design team 
and principal board designer for VolumePro, MELCO's rea l-time volume 
rendering hardware for PCs. Steve was also a hardware development team 
leader for MELCO's PXB1-E CPU. Currently he is working on the 
development of a chip for the Saffron type renderer. 

Eric Chan M.S., Massachusetts Institute ofTechnology, 2005 
Visiting Scientist 

Chan's research is focused on graphics architectures, shading languages, and 
real-time rendering techniques. At MIT, he developed efficient methods fo r 
rendering hard and soft shadows. Previously at Stanford, he wrote compi ler 
back ends for the NV30 and R300 fragment architectures. At MERL he is 
working on software implementations of the Saffron type renderer. 

Johnas l. Cukier M.Sc., Polytechnic Institute of New York. 1985 
Senior Principal Technical Staff 

Cukier j oined MERLin 1996. His initial focu s was on digital systems for 
CATV, RF microwave transmitters & receive rs, and front-ends fo r advanced 
TV receivers. His cun·en t interests arc in advanced Digital Networking and 
Digital Signal Processing. 

Paul H. Dietz Ph.D. , Carnegie Mellon University. /995 
Senior Research Scientis t 

Before joining MERL in 2000, Dietz headed up the electrica l engineering 
efforts at Walt Disney lmagineering's Cambridge R&D lab where he 
worked on a wide variety of projects including theme park attractions, 
systems for the ABC te levision network and consumer products. At M ERL, 
Paul has been leading effo rts developing new user interface technologies. 

Ajay Divakaran Ph.D., Rensselaer Poly technic Institute, 1993 
Group Manager Data & Sensor Systems 

Divakaran was an Assistant Professor with the Department of Electronics 
and Communications Engineeri ng, University of Jodhpur, India, in 1985-86. 
He was a Scientist wi th Iterated Systems lnc. , Atlanta, GA from 1995 to 
1998. He joined MERLin 1998 and was an active contributor to the MPEG-
7 video standard. His current research interests include video analysis, 
summarization, indexing, compression, and related appl ica tions 
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Chunjie Duan M.S. Colorado State University, 1998 
Visiting Principal Technical Staff 

Prior to joining MERL, Duan worked for Alcatel , Qualcomm and Ericsson 
and other telecomm companies for over I 0 years. His research interests are 
in wireless and optical communications, digital signal processing and 
YLSIICAD technology. He is curren tl y working on Ultra-Wideband system 
development and LSI implementation. 

Alan W. Esenther M.Sc. , Boston University, 1993 
Principal Technical Staff 

Esenther enjoys human-computer interaction (HCI) design, distributed 
software development, graphical user interfaces and Internet technologies. 
His recent work has focused on touch applications that support multiple 
concurrent users (think multiple mice), rapid image presentation for video 
browsing, and instant co-browsing (lightweight real-time distributed 
collaboration using unmodified web browsers). 

Clifton L. Forlines Master of HCI, Carnegie Mellon University, 2001 
Research Associate 

Forlines' research interests include the design and evaluation of novel user 
interfaces. His current research projects span from three-d imensional 
presentation of and navigation through recorded digita l video, to 
collaborative tabletop user interfaces, to using hand-held projectors for 
augmented reality. He is currently leading the user evaluation of three 
projects, MediaFinder, TimeTunnel , and DiamondSpin . 

Jianlin Guo Ph.D., Windsor University, 1995 
Principal Technical Staff 

Guo worked at Waterloo Maple for a year and a half as a software deve loper 
before joining MERL in 1998. He primary research interests include home 
networks, digital broadcasting, and wireless computing. 

Bret A. Harsham Massachusells Institute ofTechnology 
Principal Technical Staff 

Harsham joined MERL in 200 I to pursue interests in speech interfaces and 
speech-centric devices . Previously, Bret spent 3 112 years at Dragon Systems 
designing and implementing handheld and automoti ve speech products. 
Earlier, he was a principal architect of a Firewall and Virtual Private 
Network product. Harsham's other technical interests include distributed 
architectures, knowledge representation and language theory. 
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Frederick J.lgo, Jr. B.A., LeMoyne College, 1982 
Senior Principal Technical Staff 

lgo's profess ional interests are in software development and its process. He 
j oined MERL in 1985 and has worked on various software technologies, 
including Distributed Computing, Distributed OLTP, Message Queuing, 
Mobile Agents, OLAP/MDDB and Data Mining. Prior to j oin ing MERL 
Fred worked at IPL systems. 

Yuri A. Ivanov Ph.D., Massachusetts ins titute of Technology, 2001 
Principal Technical Staff 

Ivanov's main research interests lie in the area of Computer Vision, Machine 
Learn ing and Data Mining. In particular, he is interested in dynamic 
observations - video sequences, sounds, gestures, actions and events. 

Ronald L. Johnson B.A., Louisiana State University , 1990 
Manager Computational & Network Services 

Johnson received his B.A. in English Literature from Louis iana State 
University in 1990. Ronald began work for MERL as the manager of 
Computational and Network Services in September of 2004, and supports al l 
of the Lab 's computational and network efforts. Ronald has 14 years 
experience in Systems and Network Administration along with 4 years of 
software development experience. 

Michael J. Jones Ph.D., Massachusetts Institute o.fTechnolog)', 1997 
Senior Principal Technical Staff 

Jones j oined MERLin 200 I after 4 years at the Digitai /Compaq Cambridge 
Research Laboratory. His main area of interest is computer vision. He is 
particularly interes ted in using machine-learning approaches for solving 
computer vision problems. He has focused on algorithms for detecting and 
analyzing people in images and video such as face detection, skin detection 
and fac ial analysis using morph able models. 

Keisuke Kojima Ph.D. , University o.fTokyo, /990 
Senior Research Scientist 

Kojima spen t 8 years in Melco 's Sentansoken research lab and 9 years at 
AT&T Bell Labs. He has been involved in the research and development of 
semiconductor lasers, optical communication modules, and optical 
communication and sensor systems. At M ERL, he is engaged in the 
research of security systems and sensor technologies. 
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Darren L. Leigh Ph.D., Harvard University, 1998 
Senior Research Scientist 

Leigh's research interests range from electronic hardware and embedded 
systems to signal processing, RF and communications. Before coming to 
MERL, he worked on the Harvard University/Planetary Society Billion­
channel ExtraTerrestrial Assay (Project BET A), a search for microwave 
signals from extraterrestrial civilizations (SET!). His current research 
includes DiamondTouch multi-user touch technology and sensor networks. 

Shan Liu Ph.D. , University of Southern California, 2002 
Member Technical Staff 

Shan Liu joined MERL in 2006 after spending three years at Sony US 
Research Labs, where she participated in the development of PlayStation3. 
Shan has broad interests on multimedia data compression, processing, 
networking, analysis and management, with emphases on advanced 
video/ image coding and processing technologies. 

Janet McAndless 
Technical Associate 

McA ndless fom1erly held a variety of tech-related positions including 
management of peer review processes, web development, fi lm and te lev ision 
post production, technical wri ting/documentati on, and techn ical -support. 
For many years she has been involved with the planning of the annual 
SIGGRA PH conferences. 

Neelesh B. Mehta Ph.D., California institute of Technology, 2001 
Principal Technical Staff 

Mehta worked at AT&T Research Labs (Wireless Systems Grou p) and 
Broadcom before j o ining MERL's d igital communications group at MERL. 
His areas of in terest include physical layer communicati on technologies 
such as M lMO, MlMO-OFDM, link adapta ti on techniques, multiple access 
techniques, and system performance evaluation studies of 3G systems. 

Andreas F. Molisch Ph.D., Technical University Vienna, /994 
Distinguished Technical Staff, Chief Architect Wireless Standards 

Molisch 's current research interests are multiple-antenna systems, wireless 
channel measurement and modeli ng, ultra wideband systems, and O FDM. 
He is active in standardization (IEEE 802. 15, 3GPP, COST273), and has 
authored or co-authored two books, five book chapters, some 50-joumal 
papers, and numerous conference papers. 
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Clifton 0 . Mueller J.D., Boston Col!ege Law School, 2005 
Patent Attorney 

Clifton Mueller received hi s Bachelor of Science degree from M.I.T. in 1997 
with a major in Chemistry and minors in Biology and Music Composition. 
Prior to starting law school in 2002, he was a research associate at PRAECIS 
Pharmaceuticals, Inc. in Cambridge, MA working on therap ies for 
Alzheimer's di sease, rheumatoid arthriti s and HI V. 

Yves-Paul N. Nakachc M.Sc., ES. I. EE, 2000 
Member Technical Staff 

Nakaehe received a French Engineering dip loma equiva lent to M.Sc. degree 
in Elec trical Engineering in 2000 from the Ecole Superieure d' Ingenieurs en 
Electrotechnique et Electronique (E.S.I. E.E.) in Paris. He joined MERLin 
2000 and works on interference cance llation and 3G COMA systems. His 
current interests include speech processing and wire less communications. 

Barton Nicholls Northeastern University 
Systems & etwork Administrator 

Nicholl s is a member of MERL 's Computer ctwork Services Group. He 
supports primaril y U IX and some Windows clien t and infrastructure 
software and hardware, and networking services forM ERL. He comes to us 
from Veri zon 's Network Operat ions Management Group, and before that 
Information Technology at Art Technology Group. 

Daniel N. Nikovski Ph.D., Carnegie Mellon Universit)'. 2002 
Team Leader Analytics 

Nikovsk i's research is focused on algorithms for reasoning, plann ing, and 
learning with probabilistic models. His current work is on the applica tion of 
such algorithms to hard transportat ion problems such as group elevator 
control and traffic prediction. He also has varied interests in the fi eld of data 
mmmg. 

Philip V. Orlik Ph.D., State University ofNeH· York at Stony Brook, 1999 
Principal Technical Staff 

Orlik joined MERL 's digital communications and networking group in 
2000. His research interests include wireless and optica l communications, 
networking, queuing theory, and analytical modeling. 
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; Ronald N. Perry B.Sc., Bucknell University, 1981 
Distinguished Research Scientist 

Prior to joining MERL in 1998, Perry was a consulting engineer a t DEC 
developing a three-dimensional rendering ASIC called Neon. Ron has 
consulted for many companies including Kodak, Adobe, Quark, and Apple 
over the last 20 years, developing software and hardware products in the 
areas of computer graphics, imaging, color, and desktop publish ing. Ron's 
research interests are centered on key algorithms in computer graphics. 

Fatih M. Porikli Ph.D., Poly technic University, 2002 
Principal Technica l Staff 

Porikli 's research interests are in the areas of video processing, computer 
vision , aerial image processing, 3-D depth estimation, texture segmentation, 
robust optimization, network traffi c management, multi-camera systems, 
data mining, and digital signal filtering. Before I joined to MERL in 2000, 
he worked for Hughes Research Labs, Malibu, CA ( 1999) and AT&T 
Research Labs, Holmdel, NJ ( 1997). 

Bhiksha Raj Ph.D. , Carnegie Mellon University , 2000 
Research Scienti st 

Raj works mainly on algorithmic aspects of speech recognition, with special 
emphasis on improving the robustness of speech recognition systems to 
environmental noise. His latest work is on the use of statis tical information 
about speech for the automatic des ign of fi lter-and-sum microphone arrays. 
Prior to joining MERL, Raj worked at Compaq ' s Cambridge MA lab. 

Ramesh Raskar Ph.D., University of North Carolina at Chapel Hill, 2002 
Senior Research Scientist 

Raskar joined MERLin 2000. Prior to that, he was in the Office of the 
Future group at UNC's Computer Graphics lab. As part of his d issertation , 
he deve loped a framework for projector based 3D graph ics by treating a 
projector as the dual of a camera. His current work includes topics from non­
photorealistic rendering, computer vision and intell igent user interfaces. 

Kathleen Ryall Ph.D. , Harvard University, 1997 
Principal Technical Staff 

Ryall 's research interests focu s on human-computer interaction, user 
interfaces and improving human-computer collaboration. Her current 
research is on the design of interfaces and interaction techniques to support 
multi-user collaboration on shared surfaces. For 3 years before joining 
MERL, Kathy was an Assistant Professor of Computer Science at the 
University of Virginia. 
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Zafer Sahinoglu Ph.D., Neu· Jersey Institute of Technology, 2001 
Principal Technical Staff 

Sahinoglu worked at AT&T Shannon Labs in 1999, and joined MERLin 
March 200 I. His research interests include home networking, QoS in video 
streaming & multicasting, wireless image sensor networks, traffic se lf­
similarity and biomedical signal processing. He has made significant 
contributions to the emerging M PEG-21 and ZigBee standards. 

Masashi Saito Ph.D. , Osaka University, 2006 
Senior Principal Technical Staff 

Masashi Saito received his Ph.D. in Computer Science specializing in 
Distributed Systems. Before joining ME RLin 2006, he worked as a Senior 
Software Engineer at MELCO's Information Technology R&D Center doing 
research on operating systems, Internet protocols and distributed systems. 
His interests include wireless networking, algorithms, software development 
and Internet services. 

Bent K. Schmidt-Nielsen B.S. University oj"CA at San Diego, 1971 
Team Leader, Speech 

Schmidt- 1ielscn spent 7 years at Dragon Systems applying speech 
recognition to useful products. At MERL he is pay ing a lot of attention to 
making speech interfaces robust and usable. He has very broad in terests in 
sc ience and technology. Among many other acti vities he has taught genet ics 
at the Un iversity of Massachusetts at Boston and he has been a leader in the 
development of an easy to usc mass-market databa c. 
Derek L. Schwenke l'vi .S., Worcester Polytechnic Institute. 1988 
Principal Technical Staff 

Before joining M ERL in 1988, Schwenke worked at Raytheon on image 
processing and sate llite communications systems. At MERL he worked on 
the des ign and simulation of CPU hardware and a wide range of software 
development projects including multi-user virtua l rea lity, mobile agents on 
the Internet, and multi-modal interfaces. He is an act ive member of the 
W3C VoiceXML and Multimodal working groups. 

Hugh Seeker-Walker M.S., Massachusetts Institute r~/Technology, 1989 
Principal Technical Staff 

Hugh came to MERL after I I years working on Dragon speech-recognition 
technology. At Dragon and its successors he worked on many aspects of the 
core speech-recognition algorithms, engine des ign, and procluctizcd delivery 
for a large-vocabulary speech recognizer used both for research and 
commercially. Technically he is interested in languages, rapid prototyping, 
and technology transfer. 
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Kuntal Sengupta Ph.D., Ohio State University, 1996 
Principal Technical Staff 

Before joining MERLin 2006, Sengupta worked at AuthenTec, a leading 
fingerprint sensor company on the design and implementation of indexing, 
image reconstruction, navigation, template compression and anti-spoofing 
functionalities. His software implementations made itin to several million 
cell phones and PCs that AuthenTec shipped. 

Chia Shen Ph.D., University of Massachusetts, 1992 
Senior Research Scientist 

Shen's current research focuses on shared interactive surfaces. She led the 
MidART project, which MELCO has incorporated into several distributed 
industrial plant control systems. MidART is a real-time middle-ware for 
applications where humans need to interact, control and monitor instruments 
and devices in a network environment through computer interfaces. 

Samuel E. Shipman M.Sc., Carnegie Mellon University, 1985 
Principal Technical Staff 

Shipman's interests include rea l-time analysis of video and audio content, 
and real-time and distributed operating systems. He has worked on the 
Video Summarization, TimeTunnel, DiamondTouch, Open Communi ty, and 

etwork Replication projects, and on smaller efforts related to fingerprint 
recognition, M PEG-7, and interactive surroundings. 

Paris Smaragdis Ph.D. , Massachusetts Institute of Technology, 2001 
Research Scientist 

Paris Smaragdis joined MERL in 2002. His main interests are audi tory 
scene analys is and self-organizing computational perception. Before 
coming to MERL he was a postdoctoral associate at MIT. His most recent 
work has been on sound source separation, multimodal statistics and audio 
classi fication. 

Zhifeng (Jeffrey) Tao Ph.D., Polytechnic University, 2006 
Member Technical Staff 

Zhifeng Tao joined MERL in September 2006. His research interests 
include wireless networking, medium access control , qua lity of service, 
cooperative communications and analytical modeling. He has been an 
active participant in IEEE 802.1 1 n and 802. 11 s standardization since 2004, 
and is currently involved in developing the IEEE 802. 16j and 802.16m 
standards. 
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Koon Hoo Teo Ph.D. , University of Alberta 1990 
Team Leader 88 Mobi le Systems 

Teo was with 1 orte l for about 15 years where he was acti vely involved in 
the research and implementation issues of a number of 3G and 4G wireless 
systems including Wireless Mesh etworks and Wi MAX systems. His 
current research interests include Cognitive Radio, location tracking using 
Ultra Wideband technology, and Wireless Mesh and Mul ti -Hop Systems. 

Jay E. Thornton Ph.D .. University a./ Michigan, 1982 
Group Manager Computer Vision Applications 

Thornton worked at Polaroid Corporation for many years, fi rst in the Vision 
Research Laboratory and then as manager of the Image Science Laboratory. 
There, he worked on problems in color reproduction, image qual ity and 
image processing. He joined M ERL in 2002 as Manager of the Computer 
Human Observation project, focusing on the computer vision problems that 
arise when computers analyze, measure, count, detect, and recogn ize people. 

Jerocn van Baar M. Sc., De(fl University o_f Technology. 1998 
Principal Technical Staff 

Van Saar's interests arc in the fi elds of Computer Graphics, Scicnti fi e 
Visuali zation, Computer Vision and HCI. He first came to MERL as an 
intern in 1997. Hcjoincd MERL full-tim e in 1999. The projects he has been 
working on include points as rendering primitives, automatic keystone 
correct ion for proj ectors, and multi -projector displays on both planar and 
curved surfaces. 

Anthony Vctro Ph.D .. Polytechnic University, ]()()f 

Group Manager Digital Video Technology & Systems 

Vetro joined MERL in 1996. His research interests arc related to the 
encoding and transport of multimedia content. He has been an act ive 
parti cipant in MPEG standards for several years. Dr. Vctro has contri bu ted 
several technologies to MELCO products, including MPEG-2/4 transcoding 
for surve illance, post-filterin g for artifact reduction and video down­
decoding for a low-cost DTV receiver chip. 

Gene V. Vinokur M. S., Boston Univers ity, 2003 
Associate Patent Agent 

Prior to joining MERL, Vinokur spent four years at Putnam Investments 
developing software applications for the financial industry. He has been a 
licensed Patent Agent since 2003. He joined MERL 's Patent Department in 
2006. 
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Garrett Weinberg B.A., Yale University, 2000 
Member Technical Staff 

Before coming to MERL, Weinberg designed and internationalized 
automotive speech user interfaces at Dragon Systems, and was a chief 
architect and implementer of enterprise solutions for two Boston-area 
startups specializing, respectively, in Digi tal Rights Management and 
portfolio management. At MERL, he is leading the effort to port 
SpokenQuery technologies to various mobile and embedded plat forms. 

Jonathan Westhues B.A., Sc., Univers ity of Waterloo, 2005 
Research Associate 

Jonathan Westhues has experience in large-scale software, electron ics, and 
signal process ing for wireless communications. He was previously 
employed by Research In Motion, where he wrote software for their GSM 
products. In addition to thi s, he has worked on several projects relating to 
the control of industrial systems and machine tools. His interests at MERL 
include practical hardware for sensor networks, and radio electronics. 

Kevin W. Wilson Ph.D., Massachuse/fs Institute of Technology. 2006 
Member Technical Staff 

For his doctoral thesis, Kevin Wilson incorporated aspects of the 
psychoacoustics of the precedence effect into an algori thm for computerized 
audio source localization. He is currentl y working on applicat ions of signal 
processing and mach ine learning to aud io proces ·ing, video process ing, and 
equipment condition moni toring. 

Christopher R. Wren Ph.D., Massachusetts Institute (?/'Technology, 2000 
Research Scientist 

Wren 's research area is Perception fo r Human-Computer In teraction. While 
his recent work has focused on using computer vision techniques to create 
systems that are visually aware of the user, his current interests also extend 
to include audio processing and other sensing modal ities. As part of his 
thesis work at MIT, he deve loped a system for combining physical models 
with visual evidence in real time to recover subtle models of human motion. 

Sehoon Yea Ph.D., Rensselaer Polytechnic Institute, 2006 
Member Technical Staff 

From 1996 to 200 I, Yea was a Research Engineer at the I nsti rute for 
Advanced Engineering in Korea, working on control systems such as 
industrial robots and servo-drivers. In the summer of 2004, he was an Intern 
with Sarnoff Corporation, Princeton, J. Since joining MERLin January 
2006 he has work has focused on digital image and video compression, 
enhancement and communication. 
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Jonathan S. Yedidia Ph.D. , Princeton University, /990 
Senior Research Scientist 

Yedidia's graduate work focused on theoretical condensed-matter phys ics, 
particularly the statistical mechanics of systems wi th quenched di sorder. In 
1997, he changed his focus to computer software and worked for a company 
ca lled Viaweb on a shopping search engine, wh ich has since become 
Yahoo's shopping service. At MERL since 1998, his part icular in terest is in 
the development of new methods bel ief propagation in constraint networks. 

WilliamS. Yerazunis Ph.D., Rensselaer Poly technic Institute. 1987 
Senior Research Scientist 

Ycrazunis has worked in a number of fields includi ng: optics, vision 
processing, and signal processing, computer graphics, artificial intelligence 
parallel symbolic computation, rad io astronomy and SET!, transplant 
immunology, virtual and augmented rea lity (Diamond Park and SPLI NE), 
real-tin1e sensing and ubiquitous computing, and real-time statistical 
ca tegorization of text (for spam filt ering). 

Jinyun Zhang Ph. D., University of Ollmm. 199 1 
Group Manager Digital Communication & ctworking 

Zhang manages MTL 's digital communication and networking group. 
Before joining MERLin 200 I, She worked for Norte! Networks for I 0 years 
where she held engineering and management positions in the areas or VLSI 
design, advanced wireless technology development and wireless & opt ica l 
networks. She has a broad technica l background, specializing in system 
design and real- ti me embedded software for wire less communications. 
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Recent Major Publications 
I he following li sts the I 06 major publications by members of the MERL sta ff over the past year. 
( !'his is an average of more than I. 7 papers per technical staff member). A publication is 
n msidered major if it appeared in a refereed journal, a refereed conference proceeding, or some 
Pther significant publication such as a book. 

\n asteri sk(*) appears before the 37 (35.6%) publications that were subject to highly stringent 
,~ J ection criteria where they were published. Some venues (such as major journals and certai n 
~~y conferences) are very se lective in what they publish and some (such as workshops and many 
conferences) arc not. There are good reasons to publish something in a non-se lective venue, the 
most important of which being that a given workshop or conference may be the best place at 
which to expose a particular piece of work to the sc ientifi c community. However, the mere 
appearance of a piece of work in a non-se lecti ve venue says little if anything about the qual ity of 
the work in the eyes of the scientific community. 

s a basis for assessing the selectivity of various venues, the list below uses acceptance rates. 
1:or instance, certain key conferences such as CVPR and SIGGRAPH accept only 20% or less o f 
the papers submitted to them, rejecting many papers that in fact describe fin e work. In contrast, 
many workshops and regional conferences accept 80% or more of the papers submitted. The I ist 
below puts an asteri sk before a con fcrcnce or workshop paper onl y if the acceptance rate was 
less than 25% or the paper received a bes t paper award. In addition, asteri sks appear be fore 
papers in major archiva l j ournals. 

* 

Draper, S.C. ; Yedidia, J. S.; Wang, Y., "ML Decoding via Mixed-In teger Adapti ve Linear 
Programming", IEEE International Symposium on Information The01y (!SIT), June 2007 
(TR2007-022) 

Wu, J. ; Mehta, .B.; Moli sch, A.F.; Zhang, J.Y., "Spec tral Effi ciency of Channel-Aware 
Schedulers in Non-iden ti ca l Composite Links with Interference", IEEE International 
Conference on Communications (ICC), June 2007 (TR2007-029) 

Nikovski , D. ; Jain, A., "Memory-Based Algorithms for Abrupt Change Detection in Sensor 
Data Streams", IEEE International Conference on lndustria ff,?/ormatics, ISS N: 1935-4576, 
Vo l. I , pp. 547-552, June 2007 

Zhang, H. ; Mehta, N.B. ; Moli sch, A.F.; Zhang, J.Y .; Dai , H. , "On the Fundamentally 
Asynchronous Nature of Interference in Cooperative Base Station Systems", IEEE 
International Conference on Communications (ICC), June 2007 (TR2007-030) 

Draper, S.C. ; Martin ian, E., "Compound Conditional Source Coding, Slepian-Wolf List 
Decoding and Applications to Media Coding" , IEEE International Symposium on 
Information The01y (!SIT), June 2007 (TR2007-023) 

Agrawal, A.; Raskar, R. , "Resolving Objects at Higher Resolution from a Single Motion­
blurred Image", IEEE Computer Society C01?{erence on Computer Vision & ?altern 
Recognition (CVPR), June 2007 (TR2007-036) 
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* Tuzel, 0.; Porikli , F.M.; Meer, P. , "Human Detection via Classification on R iemannian 
Manifolds" , IEEE Computer Society Conference on Computer Vision & Pal/ern Recognition 
(CVPR), June 2007 (TR2007-046) 

* Morris, .; Avidan, S.; Matusik, W.; Pfister, H., "Statisti cs of Infrared Images" , IEEE 
Computer Society Conference on Computer Vision & Pal/ern Recognition (CVPR) , June 
2007 (TR2007-020) 

* Palanki , R. ; Fossori er, M.P.C.; Yedidia, J .S., "Iterative Decoding of Multi ple-Step Majority 
Logic Decodable Codes", IEEE Transactions on Communications, ISSN : 0090-6778, Vol. 
55, Issue 6, pp. I 099-ll 02 , June 2007 (TR2007-038) 

Xin , J. ; Li, J.; Vetro, A.; Sun, H.; Sekiguchi, S. , "Motion Mapping for MPEG-2 to 
H.264/AVC Transcoding" , IEEE International Symposium on Circuits and Systems (ISCAS), 
pp. 1991 -1 994, May 2007 (TR2007-004) 

Dagtas, S.; Pekhteryev, G. ; Sahinoglu, Z. , "Multi-Stage Real Time Health Monitori ng via 
ZigBee in Smart Homes", IEEE International Conference on Advanced Information 
Networking and Applications Workshops (A INA Workshops), pp. 782-786, May 2007 
(TR2007-056) 

Ince, S. ; Martinian , E. ; Yea, S. ; Vetro, A. , "Depth Estimation for View Synthesis in 
Multiview Video Coding" , 3DTV Conference (3DTV-CON), May 2007 (TR2007-025) 

Wigdor, D. ; Shen, C.; Forlines, C.L. ; Balakrishnan, R. , "Perception of Elementary Graphica 
Elements in Tabletop and Multi-Surface Environments", C01~{erence on Human Factors In 
Computing Systems (SICCH!), ISB : 978- 1-59593-593-9, April 2007 (TR2007-054) 

Forlines , C.L.; Wigdor, D. ; Shen, C.; Ba lakrishnan, R. , "Direct-touch vs. Mouse Input for 
Tabletop Displays", ACM Conference on Human Factors in Computer Systems, ISB : 978-
1-50503-503-9, pp. 647-656, April 2007 (TR2007-053) 

Tse, E. ; Shen, C.; Greenberg, S. ; Forlines, C.L. , "How Pairs Interact Over a Multimodal 
Digital Table", Conference on Human Factors In Computing Systems (SIGCHI), ISBN: 978-
1-59593-593-9, pp. 2 15-2 18, April 2007 (TR2007-055) 

Draper, S.C. ; Khi sti, A.; Martinian, E.; Vetro, A.; Yedidia, J .S., "Using Distributed Source 
Coding to Secure Fingerprint Biometrics", IEEE International Conference on Acoustics, 
Speech and Signal Processing (ICASSP) , ISSN: 1520-61 49, Vo l. 2, pp. U-1 29--11- 132, Apri l 
2007 (TR2007-005) 

Shashanka, M.V.S.; Raj , B.; Smaragdis, P., "Sparse Overcomplete Decomposition for Single 
Channel Speaker Separation" , IEEE International Conference on Acoustics, Speech and 
Signal Processing (ICASSP) , ISS : 1520-6 149, Vol. 2, pp. 11-641 -11 -644, Apri l2007 
(TR2007-03 1) 
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* 

* 

Smaragdis, P. ; Shashanka, M., "A Framework for Secure Speech Recognition", IEEE 
International Conference on Acoustics, Speech and Signal Processing (ICASSP), ISS 
1520-6 149, Vo l. 4, pp. IV-696 - IV-972, April2007 (TR2007-057) 

Raj, B. ; Singh, R.; Shashanka, M.; Smaragdis, P., "Bandwidth Expansion with a Polya URN 
Model" , IEEE International Conference on Acoustics, Speech and Signal Processing 
(ICASSP), Vol. 4, pp. IV 597- IV 600, April 2007 (TR2007-058) 

Li , Y. ; Mehta, N.B. ; Molisch, A.F. , Zhang, J.Y ., "Optimal Signal ing and Selection 
Verification for Single Transmit-Antenna Selection", IEEE Transactions on 
Communications, ISS 0090-8778, Vol. 55, Issue 4, pp. 778-789, April 2007 (TR2006-095) 

Cassioli , D.; Win, M.Z.; Vatalaro, F.; Molisch, A.F, "Low Complexity Rake Receivers in 
Ultra-Wideband Channe ls", IEEE Transactions on Wireless Communications, ISS : 1536-
1276, Vol. 6, Issue 4, pp. 1265-1275, April 2007 (TR2007-049) 

Schonberg, D.; Yeo, C.; Draper, S.C.; Ramchandran, K. , "On Compression of Encryp ted 
Video", Data Compression Conference (DCC), pp. 173-1 82, March 2007 (TR2007-059) 

Tao, Z.; Teo, K.H. ; Zhang, J.Y. , "Aggregation and Concatenation in IEEE 802.16j Mobile 
Multihop Relay (MMR) Networks", IE££ Mohile WiMAX Symposium, pp. 85-90, March 
2007 (TR2007 -0 19) 

Korakis, T. ; Tao, Z.; Slutskiy, Y. ; Panwar, S. , "A Cooperative MAC Protocol for Ad Hoc 
Wireless ctworks", 1£££ International Conference on Pervasive Computing and 
Communica1ions (PerCom}, pp. 532-536. March 2007 (TR2007-0 17) 
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Project Reports 

I he body and soul of any research lab is the portfol io of projects it pursues. Therefore it is 
1ppropriate that the main body of this annual report consists of descriptions of the various 
projects being done at MERL. For ease of reference, the reports are grouped into six topic areas. 

• Digital Communications 

• Multimedia 

• Data & Sensor Systems 

• Imaging 

• Mechatronics 

• Algorithms 

I .1ch topical section begins with a short discuss ion of the topic area, highlighting MERL's major 
d Torts. It then continues with a number of one-page project reports. These reports describe 
p10jects completed in the last twelve months and major milestones in continuing efforts. The 
111dividual project reports begin wi th a brief summary at the top, fo llowed by a more detailed 
d1scussion. The bottom of the report indicates a contact person. Also included is a 
l ha racterization of the type of project. The purpose of this is to indicate the kind of resu lt that 
h.1s been obtained. 

• Initial investigation - Work is underway on the project, but no firm results have been 
obtained ye t. The project report i included to give a better understand of a direction in which 
MERL is heading. 

• Research - The results obtained are in the form of papers, patents, and/or research 
prototypes. They represent valuable knowledge, but significant advanced development work 
will be required before this knowledge can be applied to products. 

• Advanced Development - The results are (or will be) in fom1s that can be directly used in 
product development. The exact form of the result depends on what is being produced. For 
software projects, the results are typically code that can be directly used in products. For 
semiconductor chi p projects, the resul ts are typica lly in the form of detailed specifications fo r 
algorithms to be embedded in si licon. 
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Digital Communications 

Digital communications and networking are pervasive in today ' s society. With advanced 
technologies at physical layer, medium access control layer and network layer, it will provide 
high speed communication capability for transmissions of voice, data as well multimedia 
In formation with quality of service over the ai r or wireline, and connect people at anywhere and 
anytime. From advanced wireless multimedia systems to simple integrated home networking, 
communications and networking technologies is at the center of a continuing revolution. 

t MERL, our goal is to seek new business and technology trends in the area of digital 
communications and networking. We are not onl y conducting fundamenta l researches on 
communication theories and developing new core technologies, but also apply these technologies 
to international standards and emerging products. 

l·or broadband mobile communications, MERL continues to develop MIMO (Multi-Input-Multi­
Output) technologies, such as antenna selection and control signaling design. M ERL is 
developing cooperat ive communications, cognitive radio and interference management , frame 
... tructures and effic ien t medium access control (MAC) and contributes to 3GPP L TE and 
t\dvanced WiMAX. 

Project Descriptions 
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Hybrid ARQ for Future WiMAX System 

.. Acc.u RS 

! 
... As a mandatory feature of 

WiMAX system, hybrid ARQ 
(HARQ) plays a crucial role in 
ensuring transmission 
reliability needed on the 
wireless link. We evaluated 
the performance of current 
HARQ protocol in the context 
of 802.1 6j multihop relay 
network and 802.16m next 
generation WiMAX system. 

Based upon the insights gained therein, we further designed an adaptive HARQ scheme, which 
performs intelligent fragmentation to adapt to the channel condition, and provides indispensable 
support to traffic aggregation/tunneling. 

Background and Objectives: HARQ is a key technology in next generation wireless systems 
that spans both MAC and PHY layers, and exploits time/frequency diversity and coding gain. 
However, the complicated interaction between HARQ, ARQ at MAC layer and the capacity at 
physical layer has not been completely understood, let alone been optimized. The objective of 
this work is to establish a full understanding of the cross-layer protocol interaction and address 
the performance issues identified thereof. 

Technical Discussion: We first developed a more profound understanding of the interaction 
between MAC layer ARQ, HARQ and physical layer capacity, the confirmed that no window 
lock effect would occur at ARQ or HARQ level , given the current setting of IEEE 802. I 6e PHY. 
Nevertheless, the study reveals that HARQ performance can severely deteriorate in IEEE 802.16j 
relay network or IEEE 802. 16m next generation WiMAX system, due to potential mismatch of 
various operating parameters. As a solution, we designed an adaptive HARQ protocol, which 
fragments upper layer packet at the MAC layer instead of in HARQ, if the physical channel 
condition degrades below certain threshold. Moreover, we identified the operating region of the 
number of parallel channels (i.e., ACID) in HARQ that can optimize the system leve l 
performance for the 802.16j and 802.16m network. Last but not least, we proposed a set of new 
features for HARQ so that it can support the aggregation/tunnel operation on relay links. 

Future Direction: The proposed HARQ scheme that provides support to tunneling/aggregation 
operation has been accepted into IEEE 802.16j draft standard. New contributions based upon the 
research results of this project will be made to IEEE 802.16m. 

Contact: Zhifeng (Jeffrey) Tao 
http://www .merl.corn/projects/mrnrharq/ 
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Aggregation in IEEE 802.16j Network 
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The mobile multihop relay-based (MMR) network 
architecture of IEEE 802.16j imposes a demanding 
performance requirement on relay stations. We 
proposed a concatenation and enhanced packing 
scheme, which incarnates the inherent notion of 
"aggregation", alleviates the dismal efficiency 
degradation on relay links, and significantly simplifies 
the traffic handling at intermediate relay stations. 

Background and Objectives: The IEEE 802. I6j 
mobile multi-hop relay-based (MMR) network 
architecture imposes a demanding performance 
requirement on relay stations. These relays will 

functionally serve as an aggregating point on behalf of the base station (BS) for traffic collection 
from and distribution to multiple mobile stations (MSs) associated with the relays, and thus 
naturally incorporate a notion of" traffic aggregation". However, the legacy concept of 
connection and the associated packet construction mechanism defined in IEEE 802.16d/16e 
tandard, if applied directly on relay link, may render a potential bottleneck and preponderantly 

limit the overall network capacity. In order to provide high capacity demanded by relay links, 
therefore, design of highly efficient connection protocols becomes imperative. 

Technical Discussion: As a solution, we proposed a concatenation and enhanced packing 
scheme, wherein a logica l " mega-pipe" (a.k.a. tunnel) is establi shed between access relay station 
and base station to transport traffic belonging to multiple individual connections. These 
mdividual connections to be aggregated can originate from di fferent mobi le stations, but shall 
share some common characteristics (e.g., quality of service (QoS) requirement). The creation, 
maintenance and identification of such a " mega-pipe", among others, have been optimized so 
that the efficiency at data plane is substantially improved while the associated overhead in the 
control plane is minimized, thereby enabling IEEE 802. 16j MMR network to deliver a superior 
performance. Given its nature of aggregation, the proposed scheme a lso helps simplify the QoS 
and path management at intermediate relay stations significantly. Moreover, we designed a 
packet and header format for relay link, which not on ly enables the operation of connection 
aggregation, but also supports co-existence of "mega-pipe" and legacy 802.16e connection. 

Future Direction: The proposed aggregation protocol and the associated high level packet 
format design have been accepted into IEEE 802.16j draft standard. Continued participation in 
future standardization activities is needed. In addition, new contributions will be made to IEEE 
X02. 16j to specify detailed realization and format design. 

ontact: Zhifeng (Jeffrey) Tao 
http://www. merl.com/proj ects/mmraggregati on/ Project Type: Research 
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Adaptive Frame Structure for Broadband Mobile Multihop Wireless System 
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The frame structure design 
is more challenging in the 
new mobile multihop relay 
based (MMR) network 
architecture, as numerous 
dimensions of design 
constraints and challenges 
have been introduced 
therein. In this project, we 
proposed an adaptive frame 
structure to meet the 
challenges of a mobile 
multihop relay based 
network. 

Background and Objectives: The new IEEE 802.16j standard was created to help to resolve 
problems like limited coverage and terminal transmit power of the IEEE 802.l6e standard. In 
this project, our objective is to develop an adaptive frame structure that is simple yet flexible and 
one which enables multihop operation while still maintaining the backward compatibility with 
the legacy mobile stations of IEEE802. l6e. 

Technical Discussion: Similar to the legacy design, the new frame structure for MMR network 
is also composed of a DL (Down Link) and an UL (Up Link) portion. However, in order to 
enable multihop communication, the DL and UL subframe is further divided into multiple zones 
in the time domain. As depicted in the Figure, the first zone in both the DL and UL subframe is 
dedicated for communication that directly engages MSs (Mobile Stations), and thus is naturally 
called the access zone. The access zone in both DL and UL may be followed by one or multiple 
relay zones. In each relay zone, BS (Base Station) and RS (Relay Station) can stay in the mode 
of transmission, reception or being idle. The number of relay zone in the DL sub-frame "n" may 
or may not be equal to the number of relay zone in the UL sub-frame "m". When "n" and "m" 
equal to zero, it implies that the frame structure becomes the frame structure of the 802.16e 
standards. The duration of both the access and relay zone are flexible as long as they are 
confined within the duration ofthe sub-frame. 

Future Direction: To develop an adaptive frame structure that can more effectively deal with 
real time signal and data simultaneously. 

Contact: Koon Hoo Teo, Jinyun Zhang 
http://www .merl.com/projects/framestructure/ 
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Adaptive Modulation and Coding for IEEE802.11n 
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The link adaptation is critical to 
achieve high throughput and sustain 
reliable communications for 
MIMO-OFDM based IEEE802.11 n 
WLAN. We developed an 
intelligent link adaptation technique 
for IEEE802. lln MIMO-OFDM 
WLAN with convolutional coding. 
Our technique dynamically selects 
the best modulation and coding 
scheme based on channel condition 

and MAC layer performance (coded BER or PER) requested by applications. We have shown 
that the coded performance at decoder output can be modeled as a function of decoder-input 
uncoded BER and the code rate. For MIMO-OFDM systems with different modulation types for 
different spatial streams at each subcarrier, we developed a simple and closed form so lution to 
compute the BER and PER for each spatial stream mixed from different subcarrier. 

Uackground and Objectives: IEEE802. 11 n standard employs multiple-input multiple-output 
(MlMO) orthogonal frequency division multiplexing (OFDM) transmission technology to enable 
high throughput communication for up to 600 Mbps in a 40 MHz channel bandwidth. Since the 
wireless fading channel varies with time, link adaptation must be employed to sustain reliable 
communications and maximize throughput. To fully exploit MIMO channel variations and 
transmit beacomforming on a MlMO link, IEEE802.11 n standard defines a large set of 
modulation and coding schemes (MCS) to facilitate this goa l. Therefore, the efficient and 
practical I ink adaptation techniques are needed to be deve loped for I EEE802.ll n WLAN. Our 
ubjective is to develop a simple and intelligent link adaptation technique to dynamically select 
the best link for IEEE802.ll n WLAN. 

l'cchnical Discussion: There are extensive techniques proposed on adaptive modulation and 
coding. However, these techniques do not benefit I EEE802. 11 n WLAN well since they are either 
too complicated for implementation or do not fu lly exploit characteristics of MIMO fading 
channel. We have developed a dynamic link adaptation technique that maximizes the throughput 
' hile satisfying the application performance requirement: code bit-error rate (BER) or MAC 
packet-error rate (PER). We have demonstrated that our dynamic link adaptation technique is a 
... unp le and practical solution for IEEE802. 11 n MIMO-OFDM WLAN with or without 
hcamforming. 

I• uture Direction: The proposed link adaptation technique needs to be incorporated into 
l l~ EE802.11 n WLAN to achieve a better performance. 

'ontact: Jianlin Guo, Jinyun Zhang 
lll tp: //www.merl.com/projects/adaptation/ 
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ZigBee Middleware Development 

ZigBee Middleware is a control software that offers an 
effective control over ZigBee networks for dynamic load 
balancing, better resources utilization, and increased 
reliability. It provides a global view of entire network that 
allows real-time monitoring of network traffic for avoiding hot 
spots and reporting vital node information. In addition, it 
implements certain security related functions such as 
calculation of device keys and distribution of field key. 

ZlgBee Mlddleware- Stac;k VIew ZigBee control software resides between ZigBee stack and 

application profiles and acts as an interface between the two layers while offering added 
functionality of resource management and operational control. 

Background and Objectives: ZigBee is short-range multi-hop wireless mesh networking in 
diverse environments such as industrial, commercial, home, environmental monitoring, and 
military applications. Distributed algorithmic approach of ZigBee, however, introduces 
important limitations on its performance. Embedded address assignment and its automatic route 
discovery, despite being useful features, can result in uneven use of network resources. 
Moreover, a lack of real-time status reporting can cause significantly higher packet drop rate if 
some nodes start encountering operational problems. Useful node information, such as current 
battery level, packet loss rate, and average traffic delay, is not reported or leveraged in ZigBee 
specification. Our ZigBee middleware aims at addressing these limitations. While it can be 
deployed in diverse applications, the initial target systems are home automation, commercial 
building automation, and AMR. 

Technical Discussion: ZigBee uses IEEE 802.15.4 PHY !MAC and defined its network layer, 
APS/ZOO sub-layers, and several profiles. Our middleware resides above ZOO but below 
application profiles. It follows a modular approach for a robust and fault tolerant control. It 
operates in two modes, one for host device, which acts as a controller, and another for regular 
ZigBee nodes. The host acts as a hub for object associations and message reflections. lt creates 
virtual nodes and objects corresponding to the real ones in the network. All application 
commands pass through the host and all state changes in real objects are notified to it as well. 
The host allows primitives for model translation that may be performed while forwarding 
commands across device classes. 

Future Direction: MERL will continue working on ZigBee based value added systems. 

Contact: Ghulam Bhatti, Jinyun Zhang 
http://www.merl.com/projects/zbmiddleware/ 
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Application/Data Type 

Ultra Reliable Wireless 

To achieve ultra reliable wireless network, this project 
first aims to address radio redesign including cross­
layer optimizations for routing and channel access with 
frequency hopping, and then focuses on developing 
cooperation a lgorithms for mitigating interference and 
exploiting path diversities. 

Background and Objectives: Wireless networks are 
currently being used for remote sensing and industrial 
plant monitoring. However, for wireless to be adopted 
in industrial automation, requirements for ultra­

reliability and end-to-end latency in the order of several milliseconds should be met. ZigBee and 
emerging ISA SP l 00. 1 l a standards are away from provisioning these stringent QoS levels. 
Clearly, there wi ll be a need to improve performance levels ofwireless communication 
technologies within the next several years. 

Delay and reliability requirements of industrial process monitoring applications are 
achievable with state-of-the-art wireless technologies such as wireless HART, SPlOO.lla and 
ZigBee-pro. Although, customers already desire to switch to wireless industrial automation 
platforms, wireless so lutions are not mature yet to be adopted into industria l automation and 
milliseconds level delay critical applications. On the other hand, the emerging ISA SP I 00.1 1 a 
tandard provides a major milestone in this direction. It is not very far from today that we will 
tart seeing wireless fac tories. Our objective is to conduct research on ultra-reliable and low­

latency wireless networks. The scope includes development of cross-layer design techniques and 
improvements to existing standard based wireless solutions. 

Technical Discussion: In order to improve communication reliabili ty and lower latency to 
required levels, certain issues need to be addressed at PHY, MAC and networking layers. 

daptive modulation and channel coding together with frequency hopping provide robustness. 
Furthermore, interference aware channel access, QoS based prioritization of message 
transmissions and deploying hybrid ARQ schemes improve both MAC efficiency and reliability. 
Developing reservation based dynamic route discovery and maintenance protocols and exploiting 
machine learning algorithms in making network routing more intelligent and adaptive to changes 
will also contribute to overall network performance. 

Future Direction: We will be developing cooperative communication and cross-layer 
optimization techniques to improve reliability of wireless communications and to minimize end­
to-end latency to the levels of several milli seconds. 

Contact: Zafer Sahinoglu 
http://www .merl. com/projects/urwireless/ Project Type: Research 
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Cognitive Radio with Space-Time-Frequency Spectrum Sensing 

(8.11') 

To date, cognitive radio (CR) 
has been proposed as the means 
to promote efficient utilization 
of the spectrum by exploiting 
the existence of spectrum holes. 
lrregardless of the regulatory 
model, whether licensed, 
unlicensed, or other new 
models, these technologies will 
increasingly allow more 
intensive and efficient access to, 
and use of, radio spectrum than 
possible with traditional, 
hardware-based radio systems. 

Background and Objectives: With the rapid growth of wireless communication in the past two 
decades, there is a vast and growing demand for radio spectrum, and in particular for those 
frequencies under 3GHz. However, in a recent FCC task force finding, it confirmed that in many 
bands, spectrum access is a more significant problem than physical scarcity of spectrum. Given 
the limited spectrum resource and the increasing demand for radio spectrum by the wireless 
industri es, there is an urgent need to improve both the spectrum access and the effic iency of 
spectrum utilization and one objective of cognitive radio is to fulfill this function. 

Technical Discussion: Figure depicted a method known as Space-time-frequency sensing of RF 
spectrum in cognitive radio. Conventionally, cognitive radio techniques conduct one­
dimensional spectrum sensing by periodically scanning only the frequency domain to locate 
unused frequency bands (spectrum holes). The unused frequency bands can then be used for CR 
to transmit signals that do not interfere with the signals of other radios. In cooperative spectrum 
sensing, associated CRs can exchange local sensing results, so that a cognitive network obtains 
an accurate estimate of unused frequency band, or even, locations of the other radios. 

Future Direction: Common goals of a cognitive radio include optimizing throughput to the 
clients, maximizing reliability, minimizing interference and latency, or doing a combination of 
these along with other network performance measures. 

Contact: Koon Hoo Teo, Jinyun Zhang 
http://www.merl.com/projects/cognitiveradio/ 
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Base Station Cooperation 
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This project considers cooperative 
transmission by base stations in multiuser, 
multi-cell multiple input multiple output 
(MIMO) systems. A key result is that in 
such systems, the multiuser interference is 
asynchronous by nature. We establish an 
accurate mathematical model for the 
asynchronity and show that it leads to a 
significant performance degradation of 

existing designs, which were derived based on the idealized assumption of synchronous 
interference. We therefore propose three new linear pre-coding algorithms that are shown to be 
better in mitigating the impact of the asynchronous interference and improve overall system 
spectral efficiency. 

Background and Objectives: In the downlink of conventional cellular systems, base stations 
send out signals to the mobile stations in their cells without regard to the mobile stations in 
neighboring cells. The resulting interference can be mitigated by the use of different frequency 
bands or different codes in the cells, but such an approach decreases the spectral efficiency of the 
overall system. A more efficient method is based on a cooperation between neighboring base 
stations that reduces interference without the use of different transmission frequencies. Each base 
station knows, and transmits - with linear preceding- the signals to be transmitted to the mobile 
stations not only in its own cell , but also its neighbors. The preceding is designed to optimize the 
signal-to-noise and interference ratio at all the mobile stations. The major aspect of our work is 
to take into account the fact that the interference is inherently asynchronous to the desired 
signals. 

Technical Discussion: In recent years, several advanced techniques have been proposed to 
better mitigate the effect of inter-cell CCI in cellular MIMO systems. all the schemes proposed 
fo r BS cooperation invariably assume that both the desired and the interfering signals from 
different BSs arrive at each of the MSs synchronously (at the same time). The BSs can align their 
transmissions so that the signals intended for any MS arrive at that MS synchronously. However, 
even under the assumption of perfect BS cooperation, the BSs cannot simultaneously control 
when these signals are received as interference by other MSs. This severely degrades the 
performance of the previously proposed designs, which do not account for it, especially, in high 
data rate regimes. In our work, we develop a mathematical formulation of the asynchronous 
interference problem, and use it to derive three new algorithms for linear preceding design that 
provide different trade-offs between complexity and performance in different SNR regimes. 

Collaboration: This work was done in collaboration with Dr. Hongyuan Zhang and Prof. 
Huaiyu Dai from North Carolina State University. Dr. H. Zhang is now with Marvell 
emiconductors. 

Contact: Andreas F. Molisch 
Confidential 
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Cooperative Communication Using Fountain Codes 

We consider the transmission of information via a 
number of relay nodes. By using so-called rate less 
codes, we allow the receiver to accumulate 
information in a fast and energy-efficient way. 
During the past year, we have considered a number 
of theoretical as well as practical issues that are 
important for migration to products based on our 
technology. In particular, we have analyzed (i) the 
impact ofnonorthogonality of the data streams 
transmitted by different nodes, (ii) the performance 
of the scheme in wireless channels with shadow 
fading, and (iii) analytical bounds on the 

performance of our previously suggested asynchronous transmission scheme. 

Background and Objectives: In cooperative communications with information accumulation, 
messages are transmitted from one node to another via several, parallel, relay nodes. At the 
receiver, the information from all the different relay nodes is added up. This is different from the 
conventional approach, where the energy from the different relay nodes is added up at the 
receiver. In order for the receiver to be able to distinguish the messages from different relay 
nodes, they have to be transmitted on orthogonal channels, e.g., using different spreading codes; 
nonorthogonality would result in inter-stream interference and thus lead to a reduction in 
performance. 

Technical Discussion: As proposed in the previous year' s phase of the project, the transmission 
from the source to the destination via several parallel relays uses rateless codes. They encode and 
transmit the source information in an infinitely long codestream; a receiver can recover the 
original information from unordered subsets of the codestream, once the total obtained mutual 
information from multiple sources marginally exceeds the entropy of the source information. 
During this year, we analyzed the impact of inter-stream interference, i.e. , the case that the 
receiver cannot perfectly separate the information transmitted from different relay nodes on 
different COMA spreading codes. We found that the impact of such interstream interference is 
very small; the reason being that the stream that contributes most to the total received mutual 
information is also the one that suffers least from the interstream interference. For our previously 
developed asynchronous transmission scheme, we developed an upper and lower bounds on the 
performance, which are related to the cases where the links between relay nodes are either 
extremely weak or extremely strong. Finally, we analytically derived the energy consumption 
and latency for our previously developed synchronous scheme in the case that the fading follows 
a lognormal distribution, which is relevant for the case that shadowing occurs in the channel. 

Future Direction: Simulation of the scheme with realistic fountain codes, and implementation 
on a testbed. 

Contact: Andreas F. Molisch 
http://www.merl.com/projects/ratlesscodes/ 
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Spectral Efficiency Analysis with Channel-aware Schedulers 
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Multi-tier cellular layout Performance analysis results 

Accurate planning and 
performance evaluation of 
current and next generation 
cellular wireless communication 
systems requires understanding 
the joint impact of scheduling, 
interference, and fading. This 
project strives to provide 
accurate analytical expressions 
for the spectral efficiency in 
bits/sec/Hz of cellular systems 
that use either channel-aware of 
channel-unaware schedulers. 

Background and Objectives: While considerable amount of work has been done in the 
literature on the spectral efficiency of cellular systems, it either requires costly numerical 
simulations or makes several simplifying assumptions that limit its applicability. We develop a 
general analysis that allows for non-identical co-channel interference from neighboring cells, and 
in which all links undergo both small-scale Rayleigh fading and large-scale lognormal 
hadowing. Doing so avoids the loose bounding approaches of the literature that assume that 

interferers are located in the worst-case or best-case locations. The effect of finite modulation 
constellations on spectral efficiency is also modeled. Both the fair, but channel-unaware, round­
robin scheduler and the greedy, but unfair, max-throughput or max-SIR scheduler are analyzed. 

Technical Discussion: Our analysis incorporates two additional tweaks, which are essential in 
making it more accurate than previous works: (i) the use of a novel moment generating function 
based lognormal approximation method instead of the conventional Fen ton-Wilkinson 
approximation approach, and (ii) an accurate approximation of the Gaussian-Q function instead 
of a looser bound. Consequently, our analytical results match the reference simulation results 
very well. Our results demonstrate that multi-tier interference has a greater impact on the 
performance of the round-robin scheduler than the max-throughput scheduler. On the other hand, 
the limited constellation size affects the max-throughput scheduler much more than the round­
robin scheduler, especially when the users are close to the serving base station. Our analysis thus 
provides a useful benchmark for calibrating system-level simulators, which are required to 
evaluate the overall multi-user, multi-cell performance of cellular systems. 

Collaboration: Prof. Jingxian Wu, Sonoma State University, Sonoma, CA. 

Future Direction: Future work includes generalizing the analysis to proportional fair 
schedulers, which effectively balance throughput and fairness. 

Contact: Andreas F. Molisch, Jinyun Zhang 
http: //www.merl.com/projects/speceff/ 
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Antenna Selection for Broadband Mobile Communications 
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Antenna selection is a promising 
technique that realizes the diversity 
benefits of multiple-antenna systems, 
while keeping the potentially prohibitive 
hardware cost and complexity low. We 
are investigating transmit antenna 
selection at handsets for fourth-generation 
OFDMA-based cellular communications 
systems, in particular, 3GPP L TE (long­
term evolution) systems. We consider 
training for transmit antenna selection on 
the uplink, and propose a method that is 
well suited for L TE. 

Background and Objectives: In antenna selection (AS), only the signals from a limited-sized 
subset of the available antenna elements are adaptively chosen and processed by radio frequency 
(RF) and baseband circuitry. This greatly reduces the cost of a transceiver, since antenna 
elements are typically cheap, while RF chains that consist of mixers, low-noise amplifiers, and 
oscillators, are expensive. 

Considerable work has appeared in the literature on AS, its capacity, diversity benefits, and 
selection criteria. However, one critical aspect that has recei ved little attention is training, 
through which the channel states of all antennas are determined in order to select the best 
antenna(s). While AS requires fewer RF chains, it also implies that only a subset of the antennas 
can be activated at any instant to transmit OFDMA pilot signals for training. 

Technical Discussion: The LTE standard defines two pilots for the uplink: (i) the demodulation 
pilot, which is used for accurate channel estimation for coherent demodulation and is transmitted 
in the subcarriers assigned to a user, and (ii) the wideband sounding pilot, which occupies the 
entire system bandwidth (e.g. , 5 MHz). Through it, the base station determines the full frequency 
response of each user' s current channel and performs frequency-domain scheduling to get high 
cell throughput. 

We have studied the use of the demodulation pilot and the sounding pilot for AS training. 
Using the spare sounding pilot transmitted at regular intervals for AS training enables the base 
station to also do joint frequency-domain scheduling and antenna se lection. Our results show that 
antenna selection is extremely robust to the higher levels of interference the wide band sounding 
reference signal is expected to encounter. 

Future Direction: Future work involves methods to reduce the wideband pilot overhead 
incurred by antenna selection. 

Contact: Neelesh Mehta 
http://www.merl.com/projects/ AntennaSelectionl 
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Progressive Accumulative Routing 
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We design a distributed and progressive protocol 
called Progressive Accumulative Routing (PAR) that 
enables energy accumulation at the destination, and 
enables the use of conventional relays that need not 
accumulate energy. 

Background and Objectives: Energy accumulative 
routing is a novel concept that improves the energy 
efficiency of wireless relay networks. In it, relay and 
destination nodes store and do not discard the 
received signal of a packet that is too weak for 
decoding and combine it with copies of the same 
packet that arrive later. Destination energy 
accumulative networks are more energy-efficient 
than traditional multi-hop networks that do not 
accumulate energy. At the same time, they are also 
significantly less complex that complete energy 
accumulative routes that require each relay to store 
every copy of every packet en route in the network. 

Technical Discussion: We consider energy-efficient unicast networks in which the destination 
accumulates energy, but the re lay nodes do not. We propose, develop the fundamentals of, and 
analyze the Progressive Accumulative Routing (PAR) protocol that determines the best multi­
hop route and exp loi ts energy accumulation by the destination. PAR has a number of key 
properties that make it suitable for practical implementation in ad-hoc networks: (i) Progressive 
addition of nodes in an incrementa l fashion, which avoids having to tear down established routes 
every time, (i i) Distributed computation of route nodes and powers, which requires only local 
channe l knowledge availab le at each relay node, (iii) Simple protocol structure, which invo lves 
the transmission of simple request for cooperation packets by nodes that can themselves 
determine whether they can reduce the current route' s tota l energy consumption (iv) Large 
energy savings, which can often be almost as large as those achieved by routes determined by a 
centralized controller. Thus, the route discovery in PAR has a very low complex ity, requires very 
limited feedback from nodes that can be added to the route as re lays, and results in large energy 
savmgs. 

Collaboration: Prof. Raymond Yim, O lin College of Engineering, Needham, MA. 

Future Direction: A multi-layer adaptation and optimization of PAR that accounts for not 
energy consumed for radio transmiss ion but also transmitter inefficiencies and receive circuitry 
energy consumption, which can be significant for high node densities. 

Contact: Neelesh Mehta 
http://www.merl.com/projects/pa-routing/ 
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Low Power MBOFDM-UWB Transceiver Design 

Dynamic Voltage Scaling in U\VB Transceiver Destgn 

We investigated the power profile of the 
ECMA Multiband-OFDM standard 
compliant transceiver circuit. The 
research focused on the low-power, 
high speed FEC decoder. Our objective 
is to incorporate our research results 
into ASIC development. 

Background and Objectives: 
Multiband-OFDM has become the de 
facto technology for High data rate 
UWB and has been adopted as an 
ECMA standard. Due to the large 

bandwidth and high data rate, the average power consumption of current commercial UWB 
transceivers typically exceeds 400 mW. This is far from its potential ultra-low power 
consumption that UWB technology offers. Such high power consumption also limits the UWB 
technology from being used in certain applications such as in battery powered mobile nodes. The 
objective of this project is to provide the optimization in different design levels (network, 
algorithm, hardware architecture and circuit) and ultimately achieve a reduced total power 
consumption. 

Technical Discussion: Our initial study generated the power profile for the transceiver 
baseband circuit. Our investigation shows that to achieve the maximum data rate of 480 Mbps, 
the power consumption and the size of the Viterbi decoder is expected to be more than 30% of 
the entire chip. We proposed two schemes that can lower the power adaptively based on the data 
rate of the received packet: a) Dynamic voltage scaling (DVS) in UWB receiver and b) Adaptive 
sliding block Viterbi decoder (ASDV). Both schemes exploit the variable data rate and the data 
packet structure in UWB standard. Using our proposed DVS design, we were able to achieve 
over 3X power saving at 55Mbps compared to a conventional design. We also compared the 
power and speed performance of different implementation options in individual components (e.g. 
Add-Compare-Select-Unit and Trace-Back-Unit) in the Viterbi decoder. The ASDV is an 
improve version of the sliding block Viterbi decoder that allows us to disable some portion of the 
circuit (and therefore save power) while still meet the throughput requirement. 

Future Direction: We are working on low complexity/energy synchronization 
algorithm/architecture and cross-layer optimization of memory structure and other functional 
blocks. 

Contact: Chunjie Duan, Jinyun Zhang 
http://www .merl.com/projects/low _power_ uwb/ 
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Development of Location Centric Networks 

Ultra-Wideband (UWB) Impulse radio communicate 
by using a sequence of short pulses. UWB can 
potentially provide a solution for low cost, mid/high 
data rate communication link. More importantly it 
has the advantage of being able to include 
ranging/ location capability in each node. Due to the 
large signal bandwidth, UWB can potentially achieve 
high accuracy ranging and when incorporated with 
network functionality the ability to achieve accurate 
gee-location. 

Background and Objectives: MERL has successfully built and demonstrated an UWB Impulse 
radio network that communicates data and produces ranging and location estimates between 
transceivers. The range estimates serve as data for a network positioning algorithm that then 
computes the location of the radios. The radios are based on the published IEEE 802.15.4a 
standard which MERL helped develop and contributed several essential patents. One ofthe 
challenges for impulse radio UWB is to implement such a system with low cost and high 
performance. The objective of thi s project is to demonstrate low cost radio location techniques. 

Contact: Philip Orlik 
http: //www.merl.com/projects/ iruwbdesign/ 
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Multimedia 

Multimedia enriches our everyday lives through rich forms of audio-visual communication and 
entertainment. We experience multimedia through television broadcasts, radio, DVD and mobile 
devices, while surfing the Internet, and in our automobiles. Multimedia is also used extensively 
for security and factory automation systems. 

At MERL, our multimedia work is focused in several main areas of concentration, which are 
described further below. Efficient representation, transmission, processing and interaction of 
multimedia, are some of the underlying technical themes. 

• Video Compression: Key activities target compression of rich video formats, e.g., multiple 
views, higher resolution, better color, and greater bit-depth. Our research results are applied 
to international standards and across a wide range of A V products. 

• Information Coding: Current efforts are focused on application of distributed source coding 
principles to secure storage of fingerprint data. New applications related to robust media 
transmission, multimedia authentication, and low cost image sensors, are being considered. 

• Speech/ Audio Processing: The work in this area emphasizes spoken-language interfaces for 
automotive and handheld devices. There is also ongoing research on acoustic doppler­
sensing for speech denoising and human gait recognition. 

• Multimedia Platform: The primary aim is to enhance the capabilities of various multimedia 
platforms, including DTV platforms (noise reduction and A V networking), factory 
automation (JPEG 2000 transcoding), and automotive platforms (improved interaction). 

In the pages that fo llow, we provide a brief overview of related proj ects in the above areas that 
we have been working on w ithin the past year and have substantial results to report on. 

Project Descriptions 

Bit-depth Scalab le Coding for High Dynamic Range Video ................... ..... ............ ................ .... . 66 
Secure Biometrics ... .. ................................................................................ ....... .. ... ... .... ....... .. .. .. ..... 67 
Multi view Video Coding ............................................................................................................... 68 
Noise Reduction for Image/Video Data ........ ...... ... ... ..... ... .... .... ..... ... .... ...... ..... .... ..... ................ ... .. 69 
Efficient Storage of Broadcast Video ...... ... ..... ........ ..... ... ... ........... ... .. ............. .. .. ... ......... ...... .... .. .. 70 
H.264/AVC Encoder Optimization ...... .... .................. ... .... .. .... ...... ..... ... .. .... .. ........ ... .. ..... ..... ... .... ... 7 1 
30 TV .................................. .......................................................................................................... 72 
DT Controls .......... .. ...... ..... ....... ..... ...... .............. .... ............ ...... ...... ..... ..... ...... .. ...... .... .. ...... ..... ...... . 73 
Safe and Easy to Use Voice Interfaces for Automotive ..... ............. .............................................. 74 
SpokenQuery ....... ..... .. ... .. ..... ..... ...... .. .................. .... .. ..... .... ... .... ...... ... ..... ... ... ........ .. ...... ........ .... ... .. 75 
TV Content Search Using Voice .................................................................................................... 76 
Acoustic Doppler for Denoising Speech Signals ....... ................... ..... ..... ...... ..... .. ..... .... .. .. .... ...... ... 77 
Acoustic Doppler Sensors for Surveillance ................... ............................................................ .... 78 

calable Streaming of JPEG 2000 .... ... ......... ..... ...................... ......... ......... ........ .... .... .. ........ .... ...... 79 
DTV Standards in the US ............ .. ..... .. .... ................ ..... ... ................................ ... .......................... 80 

- 65 -



Bit-depth Scalable Coding for High Dynamic Range Video 

Bit-depth 
Scalable Codec 

/ 
HDR Professional 
Display LDR CoDYmtional/ 

Consumer Dilplay 

Conventional video sources are 
represented in 8bits per pixel 
(bpp) component, while many 
professional applications require 
video sources in higher bit­
depths, i.e. I 0, 12, 14, etc. bits 
per pixel component. Given a 
higher bit-depth input video, the 
compressed bit stream should 
consist of two (or more) layers, 
where the base layer contains 8 
bpp content, which can be 
displayed on conventional 8 bpp 

See Color Figure 1 
consumer display devices; while 

the enhancement layer carries higher bit-depth content, which can fulfill professional application 
requirements. This multi-layer bit stream can be easily achieved by simulcast; however, the 
compression efficiency is very low. 

Background and Objectives: The key issue in bit-depth scalable coding is to predict higher bit­
depth pixels (e.g. I 0 bpp) from base layer (e.g. 8 bpp) pixels, which is referred as inter-layer 
prediction. The inter-layer prediction can be considered as an inverse tone mapping procedure, 
whose performance is strongly related to the forward tone mapping method used to convert 
pixels from higher to lower bit-depth. However, the tone mapping method is not always known 
and it may have variations in many ways. For example, different tone mapping methods, such as 
linear or non-linear, can be used for various applications; it may also vary in different frames, 
scenes, or in different regions within one picture; it may vary in different color channel as well; 
and the dynamic range can also be big or small. 

Technical Discussion: In order to cope with bit-depth scalability, several contributions have 
recently been proposed in JVT standard meetings. With extensive study of the prior arts, we 
developed a novel inter-layer prediction scheme and proposed it to JVT standard group. Our 
proposed solution is localized (block-based), which is more efficient for coding videos generated 
by local tone maps in different scenes, pictures, and regions of interest. The proposed solution is 
also independent to each color channel; thus, it provides the flexibi lity and efficiency to 
compress videos in various color spaces. Further more, our approach is suitable for a wide 
variety of tone mapping techniques, and can cover a wide bit-depth dynamic range. Experimental 
results show that that our proposed scheme achieves significant coding gain over other localized 
(block-based) approaches. Coding gains over global approaches on locally tone mapped videos 
are expected. 

Contact: Shan Liu, Anthony Vetro 
http://www.merl.com/projects/hdr-compress/ 
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Secure Biometrics 

Current methods of using biometrics are often insecure 
since they store the biometric in the clear, 
compromising security and enabling identity theft. 
Our method obtains security by transforming the 
biometric into a syndrome (a compressed and 
scrambled bit stream that contains less information 
than the original biometric). Since only the syndrome 
and not the original biometric is stored, an attacker that 
learns the syndrome cannot determine the original 
biometric and therefore cannot impersonate the user. 

Background and Objectives: Biometrics such as 
fingerprints, irises, and faces are increasingly prevalent 

in authentication, encryption and access control. Biometrics are slightly different each time they 
are measured. Therefore they cannot be stored in encrypted form as passwords are because the 
encrypted form of the original biometric and the encrypted form of a later measurement of the 
same biometric would not match. Consequently, most systems store biometrics in the clear. For 
biometrics to be broadly accepted, we need a way to store biometrics in a secure form that cannot 
be used by an attacker to impersonate a valid user. At the same time the authentication method 
needs to be robust to the natural measurement variation of the biometric. 

Technical Discussion: Our method obtains security by transforming the biometric into a binary 
vector wh ich is then multiplied by the pari ty check matrix of a publicly known low density pari ty 
check code. The output is the biometric 's syndrome, a compressed and scrambled version of the 
original biometric with two essenti al fea tures. First, the syndrome contains Jess information than 
the original. lf only the syndrome is stored, and not the original biometric itself, an attacker that 
learns the syndrome cannot recover the original biometric. Second, when the syndrome is 
combined with another measurement of the same biometric, it is possible to correct the 
measurement noise and exactly recover the origina l biometric through belief propagation 
decoding. The original biometri c can therefore serve as a shared secret. The original biometric 
can be used, e.g., as a secret password or a cryptographic key, using standard techniques. 

Contact: Anthony Vetro, Jonathan Yedidia 
http://www.merl.com/projects/secure-biometrics/ 
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Multiview Video Coding 

We are working on developing advanced video compression 
algorithms for multiview video, i.e., video sequences 
recorded simultaneously from multiple cameras. We are also 
actively participating in the multiview video coding 
standardization activity in MPEG. Target applications for 
this work include 30 display and free viewpoint video. 

Background and Objectives: The need for multiview 
video coding is driven by two recent technological 
developments: new 30 display technologies and the growing 
use of multi-camera arrays. A variety of companies are 
starting to produce 30 display technologies that do not 
require glasses and can be viewed by multiple people 
simultaneously. The immersive experience provided by 
these 30 displays are compelling and have the potential to 

create a growing market for 30 video and hence for multiview video compression. Furthermore, 
even with 20 displays, multi-camera arrays are increasingly being used to capture a scene from 
many angles. The resulting multiview data sets allow the viewer to observe a scene from any 
viewpoint and serve as another application of multi view video compression. 

Technical Discussion: Our multi view video compression codec extends H.264/ A VC to take 
advantage of correlations between different cameras. ln standard video codecs, an important tool 
is motion compensated prediction where the encoder predicts the current frame from past or 
future frames in the same sequence. By coding only the resulting prediction error instead of the 
entire frame, significant savings are possible. ln addition to standard temporal prediction, our 
multiview codec allows the encoder to predict the current frame from frames in other cameras or 
from virtual interpolated views. Specifically, we have modified the MPEG JSVM reference 
software to allow insertion of multi view frames into the Decoded Picture Buffer (DPB) and 
various reference lists. By decomposing the multi-camera sequence in various ways, we can 
obtain spatio-temporal prediction that is more efficient than pure temporal prediction. 
Furthermore, when camera parameters are available, we can interpolate a virtual view to use as a 
reference. For example, our codec can combine left and right views to interpolate a synthetic 
center view to use in predicting the center sequence. The interpolated views often perform better 
than temporal references. 

Future Direction: We are working on improving the quality of our multiview codec and remain 
active in MPEG standardization activities including core experiments on buffer management, 
random access, and view synthesis. 

Contact: Sehoon Yea 
http://www.merl.com/projects/multiview-coding/ 
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Noise Reduction for Image/Video Data 
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High compression techniques are required in 
many imaging and video applications, 
including digital cameras, HDTV broadcast 
and DVD. However, visual artifacts, such as 
block noise, may be present in the 
decompressed images due to the high 
compression. Noise reduction techniques are 
used to suppress these visual artifacts and 
improve the quality of the image during 
playback. The algorithm that we have 
developed is able to effectively preserve the 
image quality, i.e ., keeping sharp edges and 
details, while reducing the artifacts. The 
quality is better than other known techniques 
and the complexity is also much lower. 

Background and Objectives: Visual artifacts are normally present in decompressed images due 
to coarse quantization and coefficient truncation. Blocking and ringing artifacts are the two 
major coding artifacts caused by high compression. Many post-processing approaches have been 
proposed to remove the visual artifacts either from the spatial domain or the frequency domain. 
fhey attempt to adaptively filter each pixel in the image based on quantization parameter and 
neighboring information. Since these filtering methods are pixel-by-pixel operations, they 
•nevitably introduce undesired smoothing effects to pixels without artifacts. Classification-based 
methods have been recently proposed to detect the artifacts before applying the post-fi ltering. 
llowever, these methods mainly concentrate on blocking artifacts, and are less effective in 
removing ringing artifacts. 

rcchnical Discussion: We have proposed a new adaptive approach for both blocking and 
ringing artifacts removal that applies pattern classification techniques to first identify different 
type of artifacts and then performs the filtering accordingly. Our strategy is as follows: I) form 
,m edge map based on the local statistics; 2) according to the edge map, detect the blocking 
,1rtifacts and classify the coding blocks into different categories, e.g., smooth, texture, edge; 3) 
,1pply a 1-D low-pass filter to reduce the blocking artifacts and a 2-D fuzzy identity filter to 
reduce the ringing artifacts. Since the fuzzy filter is applied to the edge blocks only and is able to 
preserve edges, the filtered images look sharp and clean. 

Future Direction: Continue to research new methods for image/video noise reduction. 

ontact: Sehoon Yea, Anthony Vetro 
ht tp://www.merl.com/projects/postfilter/ 
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Efficient Storage of Broadcast Video 
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This work introduces a video recording 
system that employs MPEG-2 to 
H.264/ A YC transcoding to achieve efficient 
storage of broadcast streams. Novel 
transcoding techniques have been developed 
for this purpose so that efficient conversion 
could be achieves with minimal increase in 
complexity. 

Background and Objectives: MPEG-2 is 
the primary format for broadcast video, 
where the data rate for high-definition video 
is approximately 20Mbps. The latest video 
coding standard, referred to as H.264/A YC, 
is able to achieve the same quality as 
MPEG-2 with about halfthe data rate. Since 
the H.264/ A YC format has been adopted 
into storage format standards, such as Btu-
ray Disc, we expect H.264/ A YC decoders to 
appear in consumer HOD systems soon. 
Certainly, as more high-definition content 

becomes available, long recording mode will be a key selling point for future HOD recorders. To 
satisfy this need, we are developing novel techniques that convert the MPEG-2 broadcast video 
to the more compact H.264/ A YC format with low complexity. 

Technical Discussion: In this project, we aim to transcode the incoming MPEG-2 bitstream to 
an H.264/ A YC bitstream. The key to reducing the complexity is efficient motion re-estimation 
and mode decision, which would typically account for more than 80% of a full H.264/ A YC 
encoder. Our transcoder takes incoming motion vectors and coding modes from MPEG-2 
bitstream and maps them to the motion and modes of H.264/ A YC using a novel di stance 
weighted algorithm. After mode and motion mapping, a small-range motion refinement around 
the mapped motion vector is performed. We also include support for transcoding to half­
horizontal resolution output. Extensive simulations show that the our transcoder performs very 
well compared to the reference (cascaded) approach with a fraction of the complexity. 

Contact: Anthony Yetro 
http://www.merl.com/projects/avc-storage/ 
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H.264/AVC Encoder Optimization 
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H.264/ A VC is the state-of-the­
art video compression 
standard. At the same video 
quality, it could achieve about 
50% bit-rate saving over 
MPEG-2. Due to its high 
compression efficiency, it is 
being widely adopted for 
video conferencing, mobile 
TV broadcasting and high­
definition optical disc storage. 
However, its encoding 
complexity is extremely high. 

The goal of thi s project is to develop low-complexi ty H.264/AVC coding techniques that can 
still achieve state-of-the-art video compression. 

Background and Objectives: H.264/AVC video coding introduces substantially more coding 
tools and coding options than earl ier standards. Therefore, it takes much more computational 
complexity to achieve the highest potential coding gain. Our objective is to develop low­
complexity video coding techniques that do not compromise video coding quality. We expect 
these techniques will be used to develop cost-effective H.264/A VC encoder and transcoder 
products. 

Technical Discussion: We developed a hierarchical complexity control framework to 
efficiently manage the complexity of encoding process, with focus on motion estimation and 
mode decision algorithms. This framework may be used to develop a complexity scalable 
encoder. We also developed an effi cient mode decision algorithm for intra-only H.264/A VC 
video coding. We exploited the correlation between optimal coding mode decisions of 
tempora lly adjacent pictures to reduce the computational efficiency of the encoding. Compared 
to conventional RD optimized mode decision a lgorithms, the proposed algorithm can 
significantly reduce the computational complexity with negligible loss of compression 
efficiency. 

Contact: Anthony Vetro, Huifang Sun 
http://www.merl.com/projects/avc-optimizationl 
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3D TV 

Three-dimensional TV is expected 
to be the next revolution in the 
history of television. It has only 
recently become feasible to deal 
with the high processing and 
bandwidth requirements for real­
time acquisition, transmission, and 
display of high-resolution 3D TV 
content. In our past work, we have 
built a complete end-to-end 3D TV 
system that performs real-time 
acquisition, transmission, and 3D 
display of dynamic scenes. More 
recently, we have been participating 
in standardization on multiview 

video coding, and we have also developed an anti-aliasing method for 3D displays. 

Background and Objectives: Today, digital broadcast networks carry hundreds of channels 
and will presumably be capable of carrying even more as the most advanced video codecs 
become deployed. This makes it plausible that a number of them will be dedicated to 3D TV. 
Similar to HDTV, the introduction of 3D TV can proceed gradually, with one 3D channel at first 
and more to follow, depending on market demand. Our initial system demonstrated that 3D TV 
offers a richer, more immersive experience than regular TV. It increases entertainment value and 
realism without the encumbrance of special glasses. Recent work has centered on improving the 
quality of the experience further. 

Technical Discussion: In our initial 3D TV system, image acquisition consisted of an array of 
hardware-synchronized cameras that captured multiple views of the scene. To deal with the high 
processing and bandwidth requirements, the system used a fully distributed architecture with 
clusters of PCs. A multi-projector 3D display with horizontal parallax was used on the output 
side. The system was scalable in the number of acquired, transmitted, and displayed realtime 
video streams. More recently, we have concentrated research efforts on anti-aliasing techniques 
that aim to improve the rendering of multi view video on 3D displays. View interpolation 
techniques are utilized to achieve an oversampling of the multiview signal in the view 
dimension. The oversampled signal is then filtered to suppress high frequency portions of the 
signal that contribute to aliasing, and finally sub-sampled to match the display characteristics. 

Collaboration: Matthias Zwicker (UC San Diego), Fredo Durand (MIT). 

Future Direction: Improved 3D display, multi-view video coding, computational improvement 
of the displayed image. 

Contact: Anthony Vetro 
http://www.merl.com/projects/3dtv/ 
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DT Controls 

DT Controls is a new technique for 
instrumenting physical controls in multi-user 
systems. It can detect which controls each 
user is actuating at any given time. 
Therefore, the behavior of the system can 
depend on the identity of the user activating 
any control. Examples of per-user behavior 
differences include restricting access for 
some users, and control of different devices 
from a single physical control. ln addition, 
the usage state information can be used to 
generate a very detailed audit journal. 

Background and Objectives: DT Controls works by placing a uniquely identifiable signal near 
the surface of each control. Each user has a separate receiver on or near their person. When a 
user approaches a control, the signal is capacitively coupled through the user to that user's 
receiver. By examining the received signal, the system can determine which controls that user is 
currently near. DT Controls is very inexpensive and can be added to almost any kind of physical 
control, including push buttons, knobs, switches, dials, and touch screens. 

Technical Discussion : Applications under consideration include: 
(1) Automobile controls - For User Safety: By using DT Controls, Navigation system 

functions may be safe ly enabled for the passenger while the vehicle is in motion. 
(2) Airplane cockpits and Train controls- DT Controls will add user information to black box 

journal. User-based access control can enforce use protocols. Touch duration data can be useful 
for black box and for control panel des ign and user training/evaluation. 

(3) Control Rooms- User-based access control can assign different permissions to workers 
and supervisors, or to different members of a team based on their role. Per-user actuation and 
touch duration data can provide detailed use journal for safety as well as for control panel design 
and user training/evaluation. 

Contact: Bret Harsham, Jonathan Westhues 
http://www.merl.com/projects/dtcontrols/ 

- 73 -

Project Type: Advanced Development 



Safe and Easy to Use Voice Interfaces for Automotive 

Simplicity is the key to safe, intuitive user 
interfaces for the automotive environment, and 
speech is a logical input modality for a telematics 
system because it allows for hands-on-the-wheel, 
eyes-on-the-road interaction. However, many 
state-of-the art automotive speech interfaces may 
be unsafe because their complex, multi-state, often 
system-paced spoken dialogs impose a high 
cognitive load on the user, and can therefore 
interfere with the primary task of driving. 
Effective speech interfaces should instead employ 
flatter interaction models with a minimum of states 
to remember, and should use physical controls 
rather than speech to carry out simple commands. 

Background and Objectives: The skyrocketing amount of information and content available on 
both standalone and Internet-enabled automotive devices presents a challenge for MELCO's 
design and implementation teams. That is: how to provide users with the information and 
content they desire in a seamless, intuitive fashion , while at the same time minimizing driver 
distraction. MERL plans to develop and test new interfaces that will meet this challenge. 

Technical Discussion: One such interface paradigm is "Speech In, List Out" (S ILO), wherein a 
user searches a content database (for example, points of interest in a navigation system or music 
on a connected portable player) using simple, single-shot spoken queries, rather than entering 
into a confusing, tum-taking dialog with the system. SILO retrieval may be combined with 
concise, consistent speech commands and/or well-placed physical controls to create a dri ving 
experience that affords access to the latest information and content, whi le at the same time 
keeping both driver and passengers safe. 

Other important work includes the extension of SILO's enabling technology, SpokenQuery, 
to handle the combination of query and command components within a single utterance. Also, 
several members of the group collaborated on a chapter entitled "Speech Based Ul Design for 
the Automobile" for the volume Handbook of Research on User Interface Design and Evaluation 
for Mobile Technology (ed. Joanna Lumsden), to be published in late 2007 by Idea Group Inc. 

Collaboration: UMass-Arnherst HPL (Don Fisher et al.) 

Future Direction: Future work may involve prototyping complete automotive interfaces, 
incorporating both visual, voice, and haptic input and/or output. Additional usability and driver 
safety studies should be carried out in concert with this. 

Contact: Garrett Weinberg 
http://www. merl.corn/projects/vi4auto/ 
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Spoken Query 
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This year the Speech group at MERL has made 
numerous additions and improvements to the 
embeddable SpokenQuery (SQ) core and the 
R&D toolkit. 

Background and Objectives: End-users often 
need access to information that they know is 
available on a device they're using, but their 
manual access is slowed due to interface 
limitations or because they are otherwise 
occupied. For example, it's tedious to scroll to a 
particular song on an iPod, and it's dangerous to 
do so while driving. With SpokenQuery 
technology, users access such information simply 
by speaking. The SQ project supports the 
delivery of easy-to-use, speech-based search-and­
selection capabilities in embedded application 
environments. 

Technical Discussion: SpokenQuery enhances the usability of commercial, automatic speech 
recognition (ASR) engines. Using patented processing of ASR output, SQ allows for natural, 
free-form spoken requests for information. Using SpokenQuery is like using Google to locate 
omething you need, but you say the descriptive words instead of typing them. Examples inc lude 

iPod music selection, GPS destination entry and fi eld service manuals. Our work is focused on 
the research, development, and de livery of core ASR and SQ technology, including fundamental 
research on the representation of documents and speech queries. We also collect and analyze 
peech data from rea listic settings to support the development of interfaces with reduced 

distraction and improved usability. 
We have deployed the SpeakPod prototype using the core C++ library on three embedded 

platforms, instrumented the library for performance measures, developed a performance and 
regression testing harness, and added new algorithms to the core library. Research efforts include 
deployment of the Speak Pod application on a real-world platforms so that we may analyze usage 
data from M ERL employees. 

Future Direction: Long-term research goals include improved task-completion and user­
·atisfaction rates, and safer and more effective information-retrieval interfaces. Our ongoing 
analysis of unscripted speech data wi ll improve fundamental SpokenQuery modeling and search 
technology. 

ontact: Bent Schmidt-Nielsen 
http: //www.merl.com/projects/SpokenQuery/ 
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TV Content Search Using Voice 

Say the program name now. 
As the availability oftelevision content 
continues to grow, a more effective method 
to search for programs is needed. We have 
developed a system that allows television 
viewers to search an electronic program 
guide (EPG) by voice. Our proposed 
solution is to add a microphone to remote 
controls to enable voice input for searching 
over variable collections of programs 
available through EPGs. 

Background and Objectives: Consumers find television programs from a growing list of 
diverse sources including broadcast, cable, satellite, video-on-demand, Internet and disks. The 
need for effective search of content is growing as the number of choices for TV viewing and/or 
recording explodes. Existing search methods, such as text entry using conventional TV remote 
controls is awkward. This project aims to provide a more effective search using voice input. 

Technical Discussion: Our solution adds a microphone to remote controls that allows the user 
to quickly find programs or browse the nearest matches using voice. The system utilizes 
MERL 's Spoken Query technology in a new domain of EPG search. SpokenQuery allows search 
terms to be entered that are unrestricted by vocabulary or grammar and finds the best matches, 
even if some words deviate from the title. When searching EPG programs users may not know 
the full program name, or the recognizer or audio environment may loose a word. This allows us 
to take advantage of SpokenQuery 's strength in combining probabilities over all the terms of a 
query and over all of the EPG entries to provide the user the best matches. To help the user 
understand this behavior we have combined SpokenQuery with result highlighting according to 
relevance. 

Future Direction: We plan to refine the prototype and conduct further user testing. Advanced 
voice browsing techniques will also be investigated. 

Contact: Derek Schwenke, Anthony Vetro 
http://www.merl.com/projects/epg-search/ 
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Acoustic Doppler for Denoising Speech Signals 
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Acoustic Doppler readings provide measurements of the 
movements of a talker's face. These measurements will 
typically not be corrupted by the same noise sources that 
may corrupt a speech signal. They may hence be utilized 
to provide secondary evidence that can be used to denoise 
speech s ignals. 

Background and Objectives: Speech-based devices and 
applications such as cellphones and kiosks are frequently 
used in very noisy environments. Denoising techniques 
that directly work on the speech signal are often 
ineffective in these environments. Their performance can 
be greatly enhanced through the use of secondary sensors 
that measure other characteristics of the speech that do not 
get affected by the noise. Such secondary sensors are, 
however, highly expensive. Our goal is to develop an 
inexpensive, but effective secondary sensing mechanism 
through Acousti c Doppler to effect the denoising. 

Technical Discussion: Our goa l is to denoise speech 
signal for improved coding, transmission, recognition etc. 
Any speech activity is accompanied by corresponding 
movement of fac ial features such as lips, cheeks etc. These 

movements are corre lated with the speech signa l. Any measurements of these movements that 
are not corrupted by any noise that is correlated to the noise that corrupts the speech signal can 
hence be used to restrict the space of possible values for parameters derived from the speech 
ignal. These restrictions can further be employed for improved denoising of the speech signal. 

We deri ve our measurements of the movements of the talker 's face through a acousti c Doppler 
radar. We incident a 40Khz tone on the talker and capture the refl ections. These refl ections are 
FM demodulated. Finally thet joint distribution of the Doppler and audio signals is modelled by a 
time-series model. On noisy data, predictions of the value of audio features are obtained from the 
Doppler and used to denoise the speech. 

Future Direction: We are in the process of deve loping more detailed models for the joint 
distribution of speech and Doppler. Future work will be the completion of this task and the 
development of a real-time denoising mechanism using the Doppler sensor. 

Contact: Bhiksha Raj 
http ://www.merl. com/projects/dopplerdenoising/ 
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Acoustic Doppler Sensors for Surveillance 
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Acoustic Doppler measurements may be 
utilized to characterize walkers and to 
recognize them . 

Background and Objectives: Gait is a strong 
characteristic of individuals, and may be used 
to recognize them. Traditionally Gait has been 
characterized through video recordings. 
Subjects are detected, segmented out, and their 
image characteristics measured either directly 
or through stick models etc. These methods 
work best when the subject is walking at right 
angles to the vector to the camera. In this 
project we aim to develop a different acoustic 
Doppler based mechanism to characterize gait. 
The Doppler-based sensor will be cheaper than 
conventional video based sensor, and have 
complimentary capabilities. 

Technical Discussion: Gait consists of a sequence of movements ofthe walker's limbs. During 
this movement, various parts of the body, such as the feet, shin, knees, thighs, arms, elbows etc. 
progress through a cycle of movements in which their velocity also changes cyclically. The 
ensemble of cyclic variations of these velocities characterizes the gait. If a high-frequency tone 
is incident on a walker, the frequency of the reflected signal get modulated by the velocities of 
the various moving body parts. The set and pattern of modulated frequencies in the reflected 
signal characterize the gait. We capture the reflected signal through a resonant transducer. The 
signal is frequency demodulated to enhance all frequency components. A series of cepstrum-like 
feature vectors are derived from it. We learn a Gaussian Mixture model for each subject from a 
short recording of training data. Walkers are recognized thereafter by regular MAP classification. 
Our results indicate that we are able to identify subjects with over 90% accuracy using this 
approach. 

Future Direction: Results indicate that we can not only identify subjects, but also classify them 
according to height, gender etc. Further research is being conducted in this direction. We have 
also developed a new time-series model to represent temporal patterns in the Doppler signal. 
These will also be investigated. 

Contact: Bhiksha Raj 
http://www.merl.com/projects/dopplersurveillance/ Project Type: Research 
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Scalable Streaming of JPEG 2000 
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The JPEG 2000 image 
coding standard provides 
excellent compression 
performance in 
comparison to earlier 
image coding standards, 
and also provides a 
scalable representation of 
the coded image or image 
sequence. With the 
scalable representation, 
different spatial-temporal 
resolutions, levels of 

quality, and Region-of-Interests (ROis) may be easily accessed or streamed in a progressive 
manner. In thi s project, we consider technology to enable progressive streaming of images and 
images sequences according to ROI information considering display and bandwidth limitations. 

Background and Objectives: Smart surveillance systems will require the latest techniques 
most efficient storage and transmission of images. Many new systems employ JPEG 2000 for 
image compression processing to gain a better understanding of objects in a scene. To satisfy 
bandwidth constraints and display important parts of the images fast and precisely, the 
compressed images are efficiently transcoded in the compressed-domain based on the ROI 
information. 

Technical Discussion: In our system, an image sequence is encoded and stored as a JPEG 2000 
bitstream, and then the stored images are efficiently transcoded in the compressed-domain, to 
reorder the image stream and achieve a wide range of effects and progressions. In one effect the 
regions of interest (ROis) are preserved while higher quality portions of the background are 
replaced with empty packets to satisfy network constraints. We have designed a dynamic rate 
control algorithm that achieves high bandwidth utilization, hence better overall quality, while 
minimizing the quality variations over time. Another technique allows the order of transmission 
to differ from the ordering of the stream, thereby achieving flexible progressive transmission. 
Other possible effects include resolution reduction, component reduction and cropping functions. 

Future Direction: We are considering additional scalab le progressive transmission techniques. 

ontact: Derek Schwenke, Anthony Vetro 
http://www.merl.com/projects/ roi-streaming/ 
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DTV Standards in the US 

Teclmology 

Standards 

US Market 

MERL is currently involved in 
activities related to the 
development of DTV receivers 
and in DTV related 
standardization and regulations 
in the US. We coordinate 
closely on these topics with our 
DTV related business units and 
other research labs within 
MELCO. 

Background and Objectives: 
DTV Receiver We participate and track 

standards and regulatory 
activities so that developed 

products will maintain compliance with the latest standards and US government mandates. 
Another important objective of our activity is to ensure information exchange on these activities 
throughout the company as part of the strategic planning process. 

Technical Discussion: It is particularly important for MELCO to track related standardization 
and regulatory activities in the US that impact DTV receiver and networked information 
appliance designs. We focus on standardization activities within CEA, A TSC, SCTE and 
SMPTE, as well as mandates issued by the FCC. Current topics of interest include electronic 
program gu ide (EPG), IPTV, advanced audio-visual codecs such as H.264/AVC and VC-1 for 
video, DTV tuner mandate, DTV closed caption, receiver performance guidelines, content 
protection systems, as well as digital cable-ready standards. 

Future Direction: Continue to participate and track related standardization activities and 
developing technologies. 

Contact: Anthony Vetro 
http://www.merl.com/projects/dtv-standards/ 
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Data & Sensor Systems 

Traditional applications using sensor data have largely presented the user with content that 
requires a great deal of human intervention and interpretation using conventional keyboard and 
mouse interactions. The gap between when the data was collected and when the system or human 
could respond was a long one. However, with the advent of ubiquitous, low-cost sensors and the 
reduction in costs of computing and networking, it is now becoming possible for a computer 
system to quickly and automatically collect data from the local environment, process that data 
adaptively, and then respond to changing conditions either automatically or through human 
intervention with sophisticated visualizations and presentations. These capabilities are driving 
new applications in sensor networking, data mining, and ubiquitous computing. New human­
computer interaction methods are needed to drive many of these applications and the 
computational devices used. 

MERL's work in "Data & Sensor Systems" is creating new technologies for this exciting area, 
ranging from fundamental ideas to create and support the technology itself to applications aimed 
at growing new businesses and enhancing current ones. Projects span the gamut from sensor 
hardware, which can autonomously and inexpensively collect data, to new systems for 
communicating that data, to algori thms for uncovering subtle underlying interrelations and trends 
in the data, to new methods for interacting with the data through novel input/output devices. 

Project Descriptions 

SOA Integration Technology ................. ......... ........ ........ ....... ..... .... .. ..... .............. .... ......... ....... ...... 82 
Business Process Management Software ........ .......... ............. ......... ........................... .. ............. ..... 83 
Equipment Condition Monitoring ... ... .. .... ......... .. .... .. ..... .. .. .. ................................................. .. ... .. .. 84 
Fluid Level Encoder. ........................................................................ .. ......... ... ................................ 85 
Submerging Technologies .... ...... ...... ...... ......... ............................................................. .... ..... .... ... . 86 
Sanitary Interface ...... ...... .. .... ................. .. .............. ... ...... .......... ........... .. .. ............................. ... ... ... 87 
Audio Separation .......... .............................. ................. .. .... ............. ..... ...... ... .............. ........... ........ 88 
Video Summarization for PVRs ... ....... ....... ..... ... ..... .......... .......... .... .... ..................................... .... . 89 
OiamondSpace ........................................................................ .. ....... .... .... .. ..... ............................... 90 
Scalable Activity Recognition for Sensor Networks ......................................... ........ .. ...... .. .......... 91 
Ambient Intelligence for Better Buildings ... .............................. ........ .......................................... .. 92 
ROCkS: Reduced Operating Cost Sensors ............................................................................. ...... 93 
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SOA Integration Technology 

We have initiated 
work on a support 
tool for integrating 
existing Web 
applications designed 
for humans into 
fully-fledged web 
services that can be 
used within standard 
service oriented 
architectures (SOA). 

Background and Objectives: SOA applications are a new style of applications that extend the 
client-server model to a massively distributed collection of loosely coupled web services that can 
also be re-used for many other applications. Although there is a huge number of existing Web 
applications that serve all kinds of useful purposes, these applications are meant to be used by 
humans, and are not standards-based web services designed to be used by other computers. It is 
highly desirable to be able to convert such Web applications into web services by creating a 
standard wrapper, ideally with none or minimal human intervention. 

Technical Discussion: The technical challenge is to wrap an existing Web application into a 
web service, without actually understanding the semantics of the operation of this Web 
application, or having access to its code. While performing this task in a completely automated 
manner might not be possible, our goal is to create a semi-automated wrapping tool. Our 
approach is to analyze the web server (e.g. Apache) log files that document the interaction of 
humans with a Web application, and extract the protocols and interaction sequences from these 
logs, so that they can be documented in standard WSDL and UDDI specifications for a web 
service. 

Future Direction: Technically, we are addressing the fundamental problem of state-less vs. 
state-preserving services and applications. We are also working on mashup demos involving a 
mixture of original web services and converted Web applications. 

Contact: Daniel Nikovski, Alan Esenther 
http://www.merl.com/projects/soa/ 
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Business Process Management Software 

Process 
enactment 

{2) Process mining 

Process 
diagnosis 

{ 1) Traditional workflow 

Business Process Management (BPM) software is 
one of the fastest growing segments of the 
enterprise software market, due to the key role it 
plays in corporate re-engineering. Using BPM 
software tools, business people can document the 
workflow and processes in their enterprises, 
identify bottlenecks and other impediments to 
efficiency, and suggest alternative and improved 
business processes. MERL has supported 
MELCO's development by implementing a 
discrete-event simulator for process analysis in 
FY05, and inventing a novel process mining 
algorithm in FY06. 

Background and Objectives: The purpose of BPM software is to support the documentation, 
analysis, monitoring, and re-design of the business processes in an enterprise. MERL has 
participated in the implementation of MELCO's BPM suite with two modules: a discrete-event 
simulator for interactive analysis of business processes (FY05), and a process mining module 
that builds a model of a business process in standard notation from execution logs of that process 
(FY06). 

Technical Discussion: To a large degree, the two modules are complementary: while the 
simulator produces synthetic execution logs from a given BP model, the process mining software 
produces a synthetic BP model given actual execution logs. In spite of this complementarity, 
however, the technology and technical challenges behind the two modules are completely 
different. The discrete event simulator uses efficient random number generation and management 
of event sequences in priority queues, while the main challenge in process mining is to select the 
most appropriate BP model among those that successfully explain the execution log. Since there 
are exponentially many such models, the computational complexity of existing algorithms has 
been very high. In contrast, MERL's novel algorithm for process mining uses a structured 
representation of business processes called Workflow Trees, and has complexity only cubic in 
the number of tasks in the model. To our knowledge, this is the only existing process mining 
algorithm with (low) polynomial complexity. 

Future Direction: The project has completed, and we are working on bringing the two modules 
to existing customers. The process simulation module has been extended by MELCO to handle 
time-varying processes, and is currently being deployed at the call center of one MELCO 
business unit. The process mining algorithm is undergoing comparison with other mining 
algorithms within the ProM framework from TU-Eindhoven. 

Contact: Daniel Nikovski 
http://www. merl.corn/pro j ects/bprn/ 
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Equipment Condition Monitoring 

Recent advances in wireless networks and embedded 
computational devices have made it possible to monitor 
cost-efficiently and in real-time the vast majority of the 
electromechanical devices. This has opened the 
possibility for timely fault detection, diagnosis, and even 
prognosis of future abnormalities. Our objective is to 
develop fully automated machine learning algorithms for 
building probabilistic models of normal operation from 
normal data, and classifiers and predictors for fault 
disambiguation and prognosis. 

Background and Objectives: We have employed various machine learning methods for fault 
detection and diagnosis, and have achieved success with memory-based learning algorithms such 
a locally-weighted regression. Furthermore, we have developed original algorithms for fast 
abrupt change detection in sensor data streams based on the same memory-based approach. 

Technical Discussion: The readings produced by sensors attached to electromechanical 
machines are random variables that fluctuate constantly depending on the operating mode of the 
equipment. The main technical challenge in equipment condition monitoring is to di stinguish 
those normal variations from deviations due to abnormal behavior and/or faulty operation. The 
problem reduces to learning probabilistic models of conditional densities, where the conditioning 
is upon external driving variables, and test robustly for deviations from these densities in real 
time. We have been pursuing a memory-based learn ing approach, and have been ab le to exploit 
the repetitive computational structure of memory-based density estimates to propose novel 
algorithms for abrupt anomaly detection in sensor data streams that have excellent computational 
complexity. Our algorithms MB-GT and MB-CUSUM have complexity only quadratic in the 
size of the memory buffer of sensor readings, and allow sensor stream monitoring in real time. 
They have been implemented in C and are available for operation in embedded systems. 

Future Direction: We are continuing work on expanding this technology to high-dimensional 
data streams, typically generated by sensors attached to rotating machinery. If successful, such 
technology would allow us to address the problem of monitoring of motors and generators and 
all their industrial uses, such as elevators, compressors, pumps, etc. 

Contact: Daniel Nikovski 
http://www.merl .com/projects/ecrn/ 
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Fluid Level Encoder 

Fluid level measurement is of vital importance in 
many circumstances. As such, many techniques 
have been invented to measure fluid level. We 
have invented a fundamentally new technique 
which is analogous to rotary optical encoders. In 
this case, we build an optical structure which 
blocks the transmission of light only when the 
fluid is within a certain range of levels. These 
structures can be serially stacked to create 
encoder channels which respond to fluid levels in 
a plurality of ranges. Multiple stacks can then be 
combined to create incremental, absolute, or any 
of a variety of standard encoder topologies. This 
provides a direct, calibration-free, digital 
measurement of fluid level that can be mass 
produced at minimal cost. 

Background and Objectives: There are many methods of measuring fluid level. One of the 
most elegant uses a cylindrical lens which comes to a point. In air, light sent through the lens is 
reflected back by total internal reflection. However, when immersed in fluid, the difference in 
index in refraction gets smaller, allowing the light to escape, so little is returned. The one draw 
back of this otherwise elegant technique is that a separate sensor is needed for each detection 
level. Our goal was to create a method which had similar desirable properties (inexpensive, 
reliable, explosion proof, no moving parts, etc.) but that only needed log2(n) sensors to detect n 
levels. 

Technical Discussion: The key to the optica l fluid level encoder is to create a structure which 
blocks the transmission of light on ly when the fluid is within a certain range of levels. If you 
imagine a flashlight held under water, perpendicular to the surface, you would be able to see 
much of the light escaping through the surface. As the angle of the flashlight is changed, the 
amount of light escaping decreases until the critical angle is reached, at which point all of the 
light is reflected off the air-water interface and none escapes. However, if one were to place a 
glass rod along the line of the beam, the light would then be able to escape, following the clear 
path of the rod through the surface. If we instead had sections of rod all lined up along the beam 
path, light would be able to pass through, unless the water surface lay in between rod segments. 
This creates an encoder channel. 

Contact: Jonathan Westhues 
http://www.merl.com/projectslfluid-encoder/ 
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Submerging Technologies 

Submerging Technologies consists of three 
different interactive water sculptures: the Tantalus 
Fountain, which withdraws when a hand comes 
near; the AquaHarp, which is a musical harp with 
strings made of water; and the TouchPond- a 
liquid touchscreen. All three of the pieces exploit 
the electro-optic properties of water to demonstrate 
innovative sensing techniques. 

Background and Objectives: Submerging 
Technologies was an unusual project for MERL. It 
began as a small demonstration of new sensing and 
interaction techniques. However, it quickly became 

See Color Figure 3 apparent that these displays are a uniquely 
compelling mix of art and technology with wide appeal beyond the scientific community. 
Flowing water has long been a symbol of the tranquility of nature. The interactions afforded by 
our display create a sense of technology empowering us to work with nature to create beauty. 
This fits well with the image we have of MELCO and we feel that this project could become a 
vehicle to help express this understanding to the public. Submerging Technologies was first 
shown at SIGGRAPH 2006, where it was enthusiastically received, and was frequently cited as 
the best work at this prestigious conference. Since then, we have been invited to display at 
numerous art shows, museums and technical conferences around the world. 

Technical Discussion: All three ofthe pieces use the water itself as a key element of the 
sensing system. The Tantalus Fountain uses the water as an electrode of a capacitive proximity 
sensor, and modulates the pump speed to maintain a distance from an approaching hand. This 
works well because the laminar flow yields consistent electrical properties. The dynamics of the 
trapped air in the water bell allow the user to sculpt wildly flared shapes. The other two pieces 
depend upon the total internal reflection of light inside a waveguide. In the case of the 
AquaHarp, LEOs shine down the water streams, carrying the light to sensors at the bottom. 
Breaking or deflecting the stream breaks the optical path which triggers a music synthesizer. The 
Touch Pond is a similar idea, except the light guide is a sheet of water. IR LEOs shine parallel to 
the surface, and stay contained by total internal reflection until a disruption in the surface causes 
some light to scatter. A camera detects this, and suitably reacting graphics are rear-projected on 
the underside of the pond. 

Collaboration: The TouchPond was created by Jeff Han at New York University based on a 
suggestion from MERL. 

Future Direction: It is our hope that our interactive water sculptures wi ll be widely enjoyed at 
venues around the world and serve to promote the MELCO brand. 

Contact: Jonathan Westhues 
http://www .merl.corn/proj ects/submerging/ Project Type: Research 
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Sanitary Interface 

Elevator buttons and other public 
interfaces provide a path for the 
spread of communicable diseases. 
MERL has developed a technology 
which allows for the creation of 
inherently sanitary interfaces which 
are intuitive and fun to use. The 
system creates the 3-0 illusion of a 
button floating in space using a pair 
of parabolic mirrors. Sensors detect 
an attempted touch, and the virtua l 
button image is moved to give the 
illusion that a button is being 
pressed. In addition, a compressed 
air supply provides a brief pulse to 
give tactile feedback. 

Background and Objectives: MERL has been exploring numerous ways to improve elevators 
ranging from new scheduling algorithms to advanced sensors that anticipate elevator trips. This 
project focuses on the user experience of the elevator. Pub! ic interfaces that must be touched by 
large numbers of people provide a path for the spread of communicable diseases such as 
influenza and SARS. We wish to provide an interface that is as familiar as a standard call button, 
yet inherently sanitary. By creating the illusion of a button, users intuitively know how to use it. 
In addition , the illusion itself is fascinating - most people find it magical- and it is likely that the 
first commercial elevators to sport this feature w ill attract signifi cant attention from the public. 

Technical Discussion: The combination of a floating image which moves with haptic feedback 
provides a compelling experience. However, to save cost, it may be desirable to remove features, 
such as haptic feedback. Similarly, the parabolic mirrors provide a very high qua lity illusion, but 
they are somewhat large and costly. Holographic and lenticular displays could also be used, 
albeit with somewhat lower quality. 

Contact: Jonathan Westhues 
http://www.merl.com/projects/sanitary/ 
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Audio Separation 

Speaker 2 

Speaker 1 

Schematized representations of speaker 
spectra in a latent variable space 

See Color Figure 4 

We are developing new 
approaches and algorithms to 
solve the problem of source 
separation. Although we focus on 
the problem of audio mixtures our 
work is directly applicable to 
multiple types of signals ranging 
from audiovisual, to 
biomedical/chemical, to vibrations 
and others. Our focus is to enable 
processing on non-clean data to 
not be influenced by interfering 
sources. 

Background and Objectives: As is often the case audio signals are captured with interference 
from other sources. Since most time-series algorithms are designed to work on a single source 
signal, this interference results into suboptimal performance. This problem becomes especially 
prevalent when dealing with systems that perform speech recognition, or when users need to 
evaluate noisy data (e.g. a noisy cell phone recording). Our objective is to investigate methods 
with which we can perform various tasks on multiple sound recordings as well as we can with 
single sound ones. 

Technical Discussion: We have recently presented a sequence of papers which describe some 
new techniques for source separation based on latent model decompositions. We have fine-tuned 
our techniques to work on source separation problems and our results are very competitive with 
the state of the art. 

Future Direction: There are currently multiple ways to move ahead with our work and we are 
actively investigating multiple extensions and applications. We expect to make sever more 
contributions to the field in the coming year. 

Contact: Paris Smaragdis 
http://www.merl.com/projects/audioseparationl 
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Video Summarization for PVRs 

Personal Video Recorders have increasingly 
large storage capacity extending beyond I 00 
hours of content. Video Summarization is 
therefore essential to enable the consumer to 
skim through the content and view the content 
in differing detail depending on preference. 
We have developed a suite of summarization 
algorithms that are based on rapid aud io­
visual analysis in the compressed domain, and 
work well across diverse content genres. We 
are investigating the usability issues in a 
practical PVR application as well. We define 
tasks such as browsing a collection of 
programs, skimming through a program, 

watching the highlights, etc., and how summarization and video segmentat ion technologies apply. 

Background and Objectives: In thi s project we emphasize the Personal Video Recorder application, 
which provides the user with the content he wants when he wants it by storing a large volume of content 
recorded from broadcast and then providing effective navigation of the stored content using 
summarization and indexing. Our summarization algorithms are based on compressed domain analysis of 
both the audio and the video. Since such analysis is fast, our algorithms have been easy to realize on our 
target platforms. Our target products include personal video recorders such as DVD recorders. Our sports 
highlights detection was featured in MELCO's DVR-HE50W DVD Recorder, the world's first DVD 
recorder with sports highlights playback. We also study the usab ility issues and integration of 
summarization and browsing with PVR user interfaces. 

Technical Discussion: The technica l chal lenge lies on two broad fronts. The first is audio-visual content 
analysis techniques that enable accurate content summarization over a broad range of content genres. An 
important constraint is feas ibility on our target platforms. Our a lgorithms therefore have to be 
computationally simple and robust to the high variation in broadcast video. ;Recent progress on this front 
includes the development of a genre-independent scene-change detector that uses a support vector 
machine classifier trained on hand-labeled examples of scene changes from a wide variety of broadcast 
genres. The second front is the usabi lity of video summarization and browsing in PVR applications. The 
technology should be seamlessly integrated with the typical tasks that a PVR user have, such as browsing 
through a large number of programs, deciding what to watch, locating desired part of a program, or 
watching a summary of a program, etc. We plan to meet the flexibility requirement by developing 
calable summarization algorithms that generate summaries of varying lengths. We will collaborate with 

our MERL colleagues in developing convenient user interfaces for the PVR application and running user 
studies to test the effectiveness of the techniques. 

Future Direction: We will refine our genre-independent framework and work to incorporate new types 
of audio and video features into our scene change classifier. We will develop a holistic approach to 
application of video analysis, summarization and brows ing technologies to PVRs that centers around user 
tasks. 

Contact: Ajay Divakaran 
http://www.merl.com/projects/VideoSummarization/ 
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DiamondSpace 

DiamondS pace 
Multi-Surface Visual on and Interaction 

Fluid interaction and meaningful 
visualization are the key for multi­
surface, multi-device, interactive spaces 
to become the users ' true cognitive 
prosthesis. Such interactive 
environments, local or remotely 
connected, are suitable for a variety of 
application domains, including 
collaborative interactive spaces for 
businesses, education, scientists, and 
offices, emergency response and mission 
control centers, urban planning rooms, as 
well as geospatial visualization and 
analysis. 

Background and Objectives: While incorporating many of our related research outcome and 
findings, including PDH, DiamondTouch, DiamondSpin, and UbiTable, DiamondSpace uniquely 
addresses the research challenge of how multiple interactive display surfaces, including multi­
touch multi-user tabletops, electronic walls, and laptop/desktop displays, can be used in concert 
to create flexible visualization and workspaces in which people can explore, understand, utilize 
and manipulate information from many data sources and types. 

Technical Discussion: Our research is situated within a three-pronged agenda. ( I) Multi­
surface Visualization and Interaction (MVI): developing three di stinct conceptual models of data 
sharing, visualization, manipulation and application interactions across multiple surfaces: 
independent (e.g., MultiSpace), reflective and coordinated/multi-view. (2) Interaction 
Techniques: designing and developing novel interaction techniques including freehand touch 
gestures, as well as interaction techniques that span across multiple displays and interaction 
surfaces. (3) Evaluation: We conduct evaluations, exploring the efficacy of new techniques, as 
well as the fundamental perception and tactial properties of touch surfaces. 

Collaboration: Harvard University's Initiative in Innovative Computing Center; Ravin 
Balakrishnan, University ofToronto. 

Future Direction: We have started to incorporate very large data walls into the DiamondSpace 
research investigation. Interacting with large data walls presents new challenges including large 
display area beyond arms ' reach, visual and perceptual distortion, and multi-user collaboration. 

Contact: Chia Shen, Clifton Forlines 
http://www.merl .com/projects/dspace/ 
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Scalable Activity Recognition for Sensor Networks 

This project demonstrates that with an appropriate 
analysis methodology, motion-sensor networks are 
capable of providing useful contextual information to 
building services. The methodology we have developed 
offers scalability and robustness by adopting a 
probabilistic and hierarchical framework. We call this 
framework Scalable Activity Recognition for Sensor 
Networks (SARSEN). 

Background and Objectives: There is locality in 
building context. The way hallways and intersections 
are used is the same in all buildings. The way those 
larger chunks fit together share commonalities, but also 

begin to have localized meaning. The overall structure of the building is often unique . If we are 
going to build robust systems that understand how people use building, then we need to account 
for these realities. The systems need to understand the building blocks of context. Those 
building blocks can be built and tested in the lab with some confidence that they will be portable. 
At the same time, systems need to be easily configured to the unique realities of each building. 

Interacting people generate ambiguities. Denser crowds generate deeper ambiguities. 
Ambiguities can lead to erroneous interpretations if an attempt is made to resolve them too early, 
with too little information. The SARSEN methodology instead delays resolution as long as 
possible, making the best local decision possible, but explicitly representing ambiguity that 
remains, so that it may be resolved at higher leve ls of context or larger sca les of space, where 
disambiguating context may be avai lable. 

Technical Discussion: Empirical results show the methodology to be sound. Results include 
robust localization of meeting rooms, gathering points, and building resources such as printers. 
We also show the ability to recover interconnectedness in a building and then track changes in 
that social network over time using probabilistic techniques to accumulate evidence of 
behavioral patterns from collections of ambiguous motion traces. These resu lts prove that the 
SARSEN framework is capable of correctly analyzing the complex behavior in our laboratory 
despite significant ambiguities. These results are fed by a database of over 30 million motion 
events collected from hundreds of sensors at M ERL over the course of the year. sensors are the 
product of the Reduced Operating Cost Sensors (ROCkS) projects. 

Contact: Christopher R. Wren 
http://www .merl.corn/projects/sarsen/ 

- 91 -

Project Type: Research 



Ambient Intelligence for Better Buildings 

-

Sensor networks have the potential to allow the development 
of truly intelligent buildings that improve productivity, 
efficiency, safety, and security. To be practical, such 
networks must be efficient, scalable to very large spaces, 
and economical to manufacture, install and maintain. One 
answer is networks of passive infrared motion detectors. 
Sensors could be manufactured onto building infrastructure 
elements that MELCO manufactures, such as light fixtures. 
We are developing technology that enables cost-effective 
networks to recognize, predict, and index human activity in 
building-scale environments. 

Background and Objectives: The falling cost of sensors, microprocessors, and radios 
combined with the rising interest in safe, secure, and efficient buildings leads us to believe that 
holistic building systems are the future ofbui lding management. Many groups across the globe 
are focused on the problem of better packet routing, better sensing modalities, and lower-power 
computing. At MERL we are leveraging that work by focusing on the perceptual question: what 
is it possible to sense with these systems, what are the fundamental structures of human activity 
at the building scale, what can we learn, and what benefit can we gain? We have assembled a 
host of experiments and demonstrations that illustrate the usefulness of these systems for 
security, efficiency, safety and situational awareness within buildings. 

Technical Discussion: These results rest on the technical innovations of several other projects. 
Ultra-low power, easy to manufacture and easy to insta ll, the Reduced Operating Cost Sensors 
(ROCkS) platform has enabled a host of experiments by allowing us to collect data from large, 
multi thousand square meter installations, over year-scale spans of time to assemble a unique 
dataset about human behavior at the building-scale. The Scalable Activity Recognition for 
Sensor Networks (SARSEN) project has focused on finding structures in that data, and 
probabilistic models to detect and analyze those structures. The Integrated Event Recognition 
project has focused using sensor networks to help solve problems that are hard given only 
classical sensor modalities. 

Future Direction: We are pursuing several technical and business directions for the project. 
Technically, we are pursuing more detailed models of crowds, further refinements and validation 
of the ROCkS platform, and deeper interaction between sensor networks and classical 
modalities. 

Contact: Christopher R. Wren 
http://www.merl.com/projects/ulrs/ 
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ROCkS: Reduced Operating Cost Sensors 

ROCkS is an effort to create MERL-owned, 
standards-compliant, manufacturable, 
flexible, and low-power sensor network 
platform. 

Background and Objectives: The ROCks 
project has demonstrated the feas ibility of 
low-cost, ad hoc installation of sensor 
networks within buildings by util izing 
standards-compliant wireless 
communication and multi-year battery li fe. 
The modular architecture and easy to 
manufacture design allow the ROCkS to 
serve as a flexible platform for sensor 
network research at MERL and MIT. 

Technical Discussion: The ROCkS provide a great deal of fl ex ibility by replacing a platform 
li censed from MIT. ROCkS, the second-generation sensor box being designed at MERL, 
improves on the MIT design in terms of power consumption, rad io compatibility, and 
manufacturability. The ROCkS were designed specifically with power consumption in mind. 
An MSP430 microcontroller was chosen for its flex ible c locking modes, which allow the 
software to enter various "sleep" states and thus conserve power. This low power consumption 
profi le means that the sensors can operate of sma ll batteries for years at a time, and opens up to 
possib ility of investigations into paras itic power models. The ability to install networks of 
sensors wi thout the need for wires to deli ver power represents a significant reduction in the cost 
of insta llation for the networks. Over the last year M ERL has insta lled sensors in several 
locations, including a home where wired installation was not possible. MERL also worked with 
MIT to install a 150 sensors network that was used for social awareness research. The new 
boxes employ an IEEE 802.15.4 radio; thi s is the physical layer typically used with Zigbee. 
These new radios are similar in concept to the radios used in the MIT boxes, but they are 
standards-compliant and therefore capable of interoperating with equipment des igned by many 
different vendors. The board layout is designed to be easy to manufacture and assemble, further 
reducing total cost of deployment. Modular design also means that experiments can leverage the 
work on the processor and communication systems for a multitude of other sensor modaliti es. 

Future Direction: Currently we are working to deploy approximately 200 sensors at 
SIGGRAPH Emerging Technology to gather data in crowded environments. 

Contact: Christopher R. Wren 
http://www. merl.com/proj ects/rocks/ 
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Imaging 

The research in the Imaging group at MERL covers all aspects of extracting information from 
images. For instance, from a picture of a face we could calculate a numerical code for that face 
that would allow recognizing that person again in another picture. Or we could track a moving 
object in video to quantify its trajectory. In some cases we might modify the actual image 
creation process to make subsequent information extraction more effective as when we use 
multiple flash exposures to identify an object 's edges. In other cases we might combine 
information from cameras with information from other sensors like when we search a historical 
database from a network of motion sensors to access stored video that documents the motion at 
the time and place specified. 

For several years MERL has contributed the products in the security and surveillance area. 
MELCO has introduced an access control device based on the face detection and face 
recognition algorithms that were developed at MERL. Several other MELCO survei llance 
products use tracking algorithms that originated in MERL. Most of the object detection and 
tracking research heavily uses machine learning algorithms and image processing. Recently we 
have been getting more involved in the measurement of shape- a fundamental aspect of 
problems in robot vision and medical imaging. In the last year we also did research pushing the 
boundaries of camera image forming by introducing structure in the details of the camera 
exposure time or aperture, allowing recovery of richer image information. 

Project Descriptions 

Face Detection using Real-valued Hyperplanes ..... ........................... ............................. ...... ..... .... 96 
Fast Human Detection .......... ... ........ .......................................................................... ... ... .... ........... 97 
Pose Tracking ......................................... ............................... .. ............ ...... ........ .. ........................... 98 
2-D Face Recognition ............ .... ........ ........ .............. ..... .. ......... ... .. ..... ............................. .. ..... ........ 99 
People Counting ........ ...... ... ..................... ....... ...................... ....... ...... .. ......... ...... ....... .. ................. I 00 
Integrated View Calibration and Tracking .. ........... .... ........................... ................... ...... .... .... .. ... 10 l 
Aerial Terrain Mapping ....... ............ ................................... ....... ................ ....... .. .... .. .......... .. ....... ! 02 
Detection and Tracking for Moving Cameras .................... ... .......................... .. ... ............ ..... ...... ! 03 
Integrated Event Recognition ... ... ..... ...... ..... ..... ... ..... ....... .......... ........ ... ... .. .... ............... .......... ..... ! 04 
Blind Vision ... ..... ..... ..... ... ...................... ...... ............ ....... ... ......................... ...... .. .... ............ .. ....... ! 05 
Media Retargeting ... .. .... ...... ...... ....... ........ .. ................... .......... .......... .......... ...... .. ........ ........... ...... ! 06 
Fast Bilateral Filters ................ ... .................. ........... ..................... ........ ... .... ................ .... ....... .. .... l07 
Time-Lapse Video Factorization ............... .. .................. ........ ........ ........... ........ ....... ... ......... ........ 1 08 
Computational Photography ........................... .... ........................... ... ... ................ . ....................... ! 09 
Coded Aperture for Light Field Acquisition and Digital Refocusing ... ........ .......... .... .. ... .. .... ...... II 0 
Multi-Flash Imaging for Object Pose Estimation ............................. ... ........ ...... ..... ....... .... ...... .... 111 
Image Deblurring with Coded Exposure (Flutter Shutter Camera) .... ........ ...... .................... ....... ! 12 
GPU Pose Estimation ......................... ............. .. .............. ............... ... .. ............ ............................. l l 3 
GPU for Surveillance .... .... ... .. ................... .... ....... .. .......... .... .. .... ........... ...... .............. ..... .............. l l4 
Vision for Interaction ..................................... ..................... .......... .............. ...... ........... ..... .. ......... 115 
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Face Detection using Real-valued Hyperplanes 

Haar-like fcatu~s 

Real hyperplane features 

The goal of this project is to take advantage of special hardware that can quickly compute dot 
products in order to speed-up a face detector. The current face detector developed by Viola and 
Jones uses simple Haar-like features as the building block of the classifier. These were chosen 
because they are fast to compute in software. However, using special hardware, more complex 
features such as real-valued hyperplanes can be quickly computed. It should be possible to use 
these more complex features to improve the speed or accuracy of the face detector. Our results 
show that we can speed up the face detector by about 20% using real hyperplane features while 
maintaining the same accuracy. 

Background and Objectives: Our objective is to take advantage of special hardware to 
improve the speed or accuracy of MERL 's state-of-the-art face detector. The Universal 
Class ifier project is building special hardware that runs the Viola-Jones type detector on an 
FPGA board. This work raised the possibility of using more complex features in the detector. 
This project at MERL is exploring the improvements that can be obtained using more complex 
features. 

Technical Discussion: The difficulty with using real hyperplane features in place of Haar-like 
features in the Viola-Jones detection framework is that the set of possible features grows 
exponentially. It is no longer possible to use a simple feature selection algorithm that searches 
over all possible features. Instead we replaced the brute force search algorithm with a gradient 
descent algorithm that uses hill climbing to search the space of possible real hyperplanes. The 
disadvantage of this algorithm is that it can get stuck in bad local minima. We found that in 
practice if we use multiple starting points for the search, we find good hyperplanes in most cases. 
A frontal face detector that uses 10 real hyperplane features and 1520 Haar-like features achieves 
the same accuracy as one that uses just Haar-like features, but it runs about 20% faster. 

Contact: Michael Jones, Jay Thornton 
http://www.merl.com/projectslhyperplanes/ 
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Fast Human Detection 

We have a developed a human 
detector algorithm that is as 
accurate as state-of-the-art 
detectors, while being about 70 
times faster. 

Background and Objectives: The 
problem of human detection in still 
images has been extensively 
investigated within the computer 
vision community. It is difficult 
because of the large variations in 
human appearance due to changes 
in illumination, camera position, 
clothing and body pose. We have 
developed a real-time system for 
human detection that combines a 

Histogram-of-Gradient representation, for high accuracy, w ith Integral Histogram representation, 
for real-time performance. 

Technical Discussion: Our work combines two leading approaches to object detection. One 
that uses Histogram-of-Gradients (HoG) to represent objects in a robust manner and an Integral 
image representation that allows for fast and effi cient implementation. We use an AdaBoost 
train ing algorithm to learn a cascade of rejecters that are based on HoG of w indows of different 
size and position to quickly rej ect image patches that do not contain humans. The method 
compares favorably with other leading techniques in tem1s of accuracy, while running up to 70 
times faster than comparable systems. 

Contact: Shai Avidan, Fatih Porikli 
http ://www. merl.com/projects/fasthumandetectionl Project Type: Research 
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Pose Tracking 

As opposed to the existing approaches 
that can only predict the location of an 
object, our goal is to track both pose 
and deformations in real-time. We 
aim to accurately estimate the scale 
changes, in-plane and out-plane 
rotations, affine and perspective 
motions, and any parametric 
deformations in addition to object's 
translational movements. To our 
advantage, this method can also be 
trained to track only specific object 
types, such as faces, vehicles, etc. 

Background and Objectives: This technology is an essential component of many vision tasks 
in addition mainstream surveillance applications. It improves object identification performance 
by enabling adaptive selection of the most suitable representation. For example, the accuracy of 
the face recognition significantly increases as the correct pose of the face is provided as a prior. 
It is also required in robot cameras that are commonly used for factory automation to monitor 
production lines, in computer animation and human interfaces to obtain more realistic rendering 
and feedback, in intelligent vehicle systems to achieve more salient situation awareness, etc. 
Even more importantly, pose tracking has potential to speed up the human and face detectors. 

Technical Discussion: Conventional pose tracking approaches, e.g. active appearance models, 
either require computationally prohibitive algorithms or make restrictive assumptions on the 
object appearance and quantize the space of possible motions. Instead, we learn how pose 
changes reflect in the object features, then use this information in a non-linear regression 
framework that uses Lie algebra as it is modeled on a manifold. Our pose/deformation tracking 
method is very fast and runs in real-time since it does not need a search operation or testing of 
multiple hypotheses. We iteratively estimate the most likely pose by employing simple matrix 
multiplications. 

Contact: Fatih Porikli 
http://www.merl.com/projects/posetracking/ 
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2-D Face Recognition 

The goal of this project is to have a computer recognize a 
person from an image of his or her face . There are many 
applications for face recognition. Some examples are: access 
control, summarizing surveillance video, browsing image and 
video databases and user-interfaces. The face recognition 
problem is broken into two important steps. The first is 
aligning the face to a standard position, size and rotation. This 
is done by finding a number of facial feature points (such as 

the comers of the eyes, the tip of the nose, etc) and mapping those points to standard positions. 
The next step is to compare two aligned faces to get a similarity score. As the major 
improvement in the past year, we reduced the memory size by 75% and the error rate by 50%. 

Background and Objectives: Our objective is to develop a state of the art face recognition 
system. We have been mostly focused on an access control scenario in which the user must 
cooperate to gain access to a secure room or building. In this scenario lighting can be controlled 
to a large extent to insure good image quality. We are now beginning to concentrate on less 
controlled scenarios such as walk-through face recognition or surveillance scenarios in which 
pose and lighting are much less controlled. 

Technical Discussion: The face detection and alignment step is done using the Viola-Jones 
detection framework developed at MERL. This framework yields very fast and accurate 
detectors for finding faces and facial feature points. The next step of comparing two aligned 
faces is currently done using features that are simple Haar-like wavelets. These features are 
selected using the Ada Boost learning algorithm to best separate pairs of face images of different 
people from pairs of face images of the same person. After the recognition classifier is trained 
on a large set of example faces, new pairs of faces that have never been seen before can be 
compared. 

Contact: Michael Jones, Jay Thornton 
http://www .merl.corn/projects/F aceRecogni tion/ 
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People Counting 
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We have developed a new method for people counting in video- a challenging task in computer 
vision. The method is general and can be applied to other objects, such as vehicles, as wel l. 

Background and Objectives: The problem of counting moving objects has many applications 
such as: Surveillance applications that need to count the number of people moving in a given 
fie ld of view, In all cases, the objects in question, move in group which means heavy occlusion. 
Furthermore, most, if not all, of these systems must operate in real time, if they are to be of any 
use. Our goal, therefore, is to develop a general "object counting" real-time algorithm that can 
operate in all these scenarios, without much tuning. 

Technical Discussion: Our people counting algorithm applies the mean shift algorithm to a 
non-Euclidean space. We start by tracking feature points in the video and compute a distance 
metric between these motion feature points. These feature points live in a high dimensional 
feature space that is not directly amenable to mean-shift clustering. Therefore, we use 
Multidimensional Scaling to embed the feature points in some Euclidean low-dimensional space 
in which we perform the mean shift clustering. The algorithm runs at about l 0 frames per 
second. 

Contact: Shai A vi dan 
http://www.merl.com/projects/peoplecounting/ 
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Integrated View Calibration and Tracking 

See Color Figure 5 

The goal of this project is to 
take video from a moving 
camera and to do view 
calibration to compute camera 
motion and create an 
environment model - in paralle l 
with doing tracking. The 
benefits are two-fold. Firstly for 
application use, it is possible to 
position tracking results within 
the context of the actual 
environment model. Secondly 
in terms of algorithms, the 
computed camera motion is 
expected to support and extend 
tracking capabi lities. 

Background and Objectives: MERL has advanced tracking technologies but currently has no 
way to automatically capture an environment model such that the motion of the tracked objects 
can be shown within the context of the environment. When an environment model is used, it is 
typically a rudimentary manually-created model, maybe just the ground plane, and is used only 
with a fixed camera. The objective of this work is to show that view calibration in conjunction 
with tracking can significantly extend system robustness and can enable new appl ications. 

Technical Discussion: Initia l work wil l treat view calibration and tracking as independent 
system components. View calibration will involve detection of point and line features from 
video, matching between frames, computation of camera motion, and computation of 30 features 
for constructing an environment model. Tracking will be performed on the same images, and a 
subsequent stage of processing wi ll position the tracking results within the environment model. 
Initial application will be sports-fie ld analysis, but pedestrian detection and determining 
pedestrian motion (towards the kerb, parallel to the kerb etc) is also a significant application of 
interest. 

Future Direction: The longer-term goal is to further integrate the view calibration and tracking 
components, and to demonstrate that they are mutually supporting. 

Contact: Paul Beardsley, Fatih Porikli 
http://www.merl .com/projects/viewcalib/ 
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Aerial Terrain Mapping 

30 model building for urban 
and other environments is an 
increasingly important 
technology. This project is the 
first-stage component of a 
system that builds 30 models 
from aerial images. The goal 
is to compute camera position 
for aerial images followed by 
30 features for structures and 
terrain within the images. 

Background and Objectives: 
30 urban models support 
everything from online maps 
and orientation tools, to live 
augmentation of video of an 
urban area, to government 
planning for urban 
infrastructure, to disaster 
recovery. Existing model­
creation tools often require 
manual support which is time­

consuming. Our goals are to automate the 30 model construction as far as possible and to 
support real-time operation. 

Technical Discussion: This system uses a traditional approach to the problem - computing point 
features in the aerial images, matching them, computing the camera positions, then 
reconstructing the 30 point positions. The processing proceeds in an iterative fashion, starting 
with no initial estimate of the 30 scene, then constraining the matching at each subsequent 
iteration such that points lie on a terrain-like surface and outlying points are eliminated. The 
software accepts various starting conditions such as unknown/known camera position, and 
allows the user to provide hints about the position of the terrain surface if desired. 

Future Direction: The initial work was on computing 30 points only. This can be extended by 
computing 30 lines, which are as common as points in urban environments. 

Contact: Paul Beardsley, Jeroen van Baar 
http://www.merl .cornlprojects/aerial3d/ 
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Detection and Tracking for Moving Cameras 
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The goal of this project is to develop robust 
algorithms that can automatically detect and 
track moving objects in moving cameras. Since 
such algorithms tend to be computationally 
intensive, we also want to optimize the 
accuracy whi le keeping the computational 
complexity low to process streaming video in 
real-time. Severe occlusions, poor object 
representations, and low-quality data are 
among the major challenges. 

Background and Objectives: Detecting moving objects automatically is a key component of 
many visual content analysis tasks. This technology has many potentially promising applications 
such as news broadcasting, traffic monitoring, safety and disaster relief maintenance and 
industrial quality control. 

Technical Discussion: Most automatic detection and tracking algorithms are designed for 
stationary camera setups where priori information and heuristics about the scene and the object 
motion can be easily incorporated. However, for moving cameras, the object motion is a 
combined with camera motion. This requires estimation and compensation of camera motion to 
obtain the true object motion. Along this line, we developed a suite of image registration, feature 
extraction, background generation and frame-difference based motion detection, evidence 
accumulation, and inter-frame tracking methods. In low-quality video, the moving objects may 
be small. We improve the detection performance by integrating backward and forward motion 
history images, and tracking accuracy by employing an adaptive estimation in multiple 
likelihood state spaces while selectively applying Markovian prediction schemes such as particle 
filters. 

Future Direction: We are working on general purpose and self-adaptive solutions. We consider 
extending the possible object classes by incorporating appearance mode ls. We explore various 
ways of improving the speed by taking advantage of the parallel processors to analyze much 
higher resolution images. 

Contact: Fatih Porikli 
http://www.merl.com/projects/aerialtracking/ 

- 103-

Project Type: Advanced Development 



Iii. 
~ 
~ 
. I 

See Color Figure 6 

Integrated Event Recognition 
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We are developing an approach to identification of 
human behaviors in a large spaces that are instrumented 
with video cameras and a variety of sensors. The 
approach is expected to make in impact in surveillance 
and monitoring applications . 

Background and Objectives: Typically in monitoring 
spatially extended and geometrically complex areas 
problems of coverage arise. In order to provide a video 
coverage of the space many video cameras need to be 
deployed. In such situations recognition of human 
activities inevitably begins with attempths to solve 

smaller irrelevant problems, such as multi-camera tracking, camera handover, object 
correspondence, multi-camera geometry calibration, etc. This requires massive computational 
resources and does not address directly the main problem of what is going on in the scene. We 
solve this problem by using a wide area sensor network to provide the sensor context for the 
sparse array of video cameras and improve search speeds by several orders of magnitude. 

Technical Discussion: We developed algorithms that have the potential to sidestep the video 
coverage issues by providing a global context of the event. We use the wide area motion sensor 
network jointly with a sparse array of video cameras to specify and search for events in the entire 
area without the regard to its observability by a particular camera. We describe these events in 
terms of space and time, rather than a direct appearance of it in a camera view. This approach 
allows us to solve problems of large area tracking and event detection efficiently. We use our 
network of 250+ sensors and 6 PTZ cameras to monitor the entire MERL office with its - 80 
occupants for a period of over a year and search it in a matter of seconds. It allows us to judge 
global office-wide events and activity patterns as well as find and track individuals during the 
day. 

In addition to the effecient search algorithms we have developed large scale visualization 
techniques and a user interface that allow us to specify events of interest "on-the-fly" and 
translate simple intuitive gestures into search constraints and query statements. Visualization 
solutions allow us to display the search results such that complex spatia-temporal relationships 
are understood pre-attentively. 

Future Direction: We plan to integrate the search and forensic tracking system with live event 
detection module that allows fast autonomous control of cameras, parallel information gathering 
and best shot detection for recording applications. 

Contact: Yuri Ivanov, Christopher R. Wren 
http://www.merl.com/projects/integrateder/ 
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Blind Vision 

~Dec~PI 

' 

Bob 

·Alice learns noUing abotl face detection 
• Bob learns noUing abotl the image 

We have developed a general framework 
for secure image and video analysis that 
allows a client to have his data analyzed by 
a server, privately. For example, the client 
might submit his images to the server for 
face detection, without letting the server 
learn anything about the content of the 
images. Or, more generally, the client 
might use a query image to query an image 
database stored on the server, without 
revealing the content of the query image to 
the server. ln the last year, we have 
implemented a secure face detector as a 
proof-of-concept, presented our work at a 
scientific conference and extended the 
method to work with different types of 
machine learning technologies. We have 
extended the blind vision framework in two 
directions: l) We have explored ways to 
accelerate the process, using domain 
specific knowledge; and 2) We have 
extended blind vision to handle general 
image matching problems. 

Background and Objectives: The problem of image and video analysis has been extensively 
investigated within the computer vision community. However, privacy concerns were never 
taken into account, as the assumption was always that the data is available to the analyzing 
algorithm. We borrow techniques from the field of Secure Multi-Party Computations to derive 
secure image analysis algorithms. 

Technical Discussion: Our work combines methods from Computer Vision, Machine Learning 
and Secure Multi Party Computations. We use cryptographic primitives such as Oblivious 
Transfer to convert non-secure operations into a secure one. To this end, we have shown (i) how 
to accelerate a secure face detection algorithms and (ii) how to perform general image matching 
algorithms in a secure fashion. 

Future Direction: We plan to keep exploring other computer vision and machine learning 
applications that wi ll benefit from a secure framework. 

Contact: Shai A vi dan 
http://www.merl.com/projects/blindvision/ 
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Media Retargeting 
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We have developed a new method for image retargeting - changing the s ize of the image - in a 
content aware manner. This has wide applications as image today are viewed on a variety of 
displays with different size. 

Background and Objectives: We view images on a large number of digital displays such as 
cell phones, ipod, television, computer screens or high defini tion television. Yet it each display 
has its own unique aspect ratio and we need to retarget the image to fit the display. To this end 
we have developed a novel real-time algorithm that can adapt the aspect ratio of the image by 
removing low-saliency portions of the image. The technique, termed seam carving, can be used 
to decrease, or increase the size of an image, perform image manipulations, such as object 
removal and even serve as an image saliency operator. 

Technical Discussion: Effective resizing of images should not only use geometric constraints, 
but consider the image content as well. We present a simple image operator called seam carving 
that supports content-aware image resizing for both reduction and expansion. A seam is an 
optimal path of pixels on a single image from top to bottom, or left to right, where optimality is 
defined by an image energy function. By repeatedly carving out or inserting seams in one 
direction we can change the aspect ratio of an image. By applying these operators in both 
directions we can retarget the image to a new size. The selection and order of seams protect the 
content of the image, as defined by the energy function. Seam carving can also be used for image 
content enhancement and object removal. We support various visual saliency measures for 
defining the energy of an image, and can also include user input to guide the process. By storing 
the order of seams in an image we create multi-size images, that are able to continuously change 
in real time to fit a given size. 

Future Direction: We plan to extend the method to work on video as well. 

Contact: Shai A vi dan 
http://www.merl.com/projects/mediaretargeting/ 
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Fast Bilateral Filters 

Original Gaussian Bilateral 
We develop a novel method that accelerates 
the application of the spatial and edge 
preserving bilateral filters up to 7 times. In 
addition to the computational advantage, our 
method keeps a minimal memory imprint and 
it is suitable for parallel implementation. 
Unlike the traditional filters, it can process 
any arbitrary shaped kernel. 

Background and Objectives: Filtering is 
perhaps the most fundamental operation of 

image processing and computer vision. Fast realization of spatial and bilateral filters is important 
for many vision applications from video encoders to consumer cameras to handheld display 
devices such as cell phones. 

1.5x faster 6.5x taster 

In the broadest sense of the term "filtering", the value of the filtered image at a given location 
is a function of the values of the input image in a small neighborhood of the same location. For 
example, Gaussian low-pass filtering computes a weighted average of pixel values in the 
neighborhood, in which the weights decrease with distance from the neighborhood center. 
However, such an averaging consequently blurs the image. How can we prevent averaging 
across edges, while still averaging within smooth regions? Bilatera l filtering is a simple, non­
iterative scheme for edge-preserving smoothing. The basic idea underlying bilateral filtering is to 
do in the range of an image what traditional filters do in its domain. 

Technical Discussion: We show that certain bilateral norms can be expressed as a mixture of 
the spatial filters without any approximation. We achieve to speed up the other bilateral norms, 
including Gaussian, using the second and third order approximations without any degradation of 
the filter response. Our method reshuffles and finds a set of unique filter coefficients, constructs 
a set of relative links for each coefficient, and then sweeps through the input data by 
accumulating the responses while applying the unique coefficients using their relative links. It 
takes advantage of the overlaps between the kernels of the neighboring points to avoid the 
redundant operations. To further decrease the total number of operations, it quantizes the 
coeffi cients while keeping the distortion at minimum. 

Future Direction: We are working on parallel implementations of the fast bilateral algorithms 
to further accelerate their applications. 

Contact: Fatih Porikli 
http://www.merl .com/projects/bilateralfilters/ 
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(a) Original 
See Color Figure 9 

Time-Lapse Video Factorization 

(b) Reconstructed. no shadows (c) Sun illlllllination only (d) Modifi~d reflectance 

We developed a method for converting time-lapse photography captured with outdoor cameras 
into Factored Time-Lapse Video (FTL V): a video in which time appears to move faster (i.e., 
lapsing) and where data at each pixel has been factored into shadow, illumination, and 
reflectance components. The factorization allows a user to easily relight the scene, recover a 
portion of the scene geometry (normals), and to perform advanced image editing operations. Our 
method is easy to implement, robust, and provides a compact representation with good 
reconstruction characteristics. 

Background and Objectives: Time-lapse photography, in which frames are captured at a lower 
rate than that at which they will ultimately be played back, can create an overwhelming amount 
of data. For example, a single camera that takes an image every 5 seconds will produce 17,280 
images per day, or close to a million images per year. Image or video compression reduces the 
storage requirements, but the resulting data has compression artifacts and is not very useful for 
further analysis. In addition, it is currently difficult to edit the images in a time-lapse sequence, 
and advanced image-based rendering operations such as relighting are impossible. We developed 
a new representation for time-lapse video that efficiently reduces storage requirements while 
allowing useful scene analysis and advanced image editing. 

Technical Discussion: Our method begins by locating the onset of shadows using the time­
varying intensity profiles at each pixel. We identify points in shadow and points in direct 
sunlight to separate skylight and sunlight components, respectively. We then analyze these 
spatiotemporal volumes using matrix factorization. The results are basis curves describ ing the 
changes of intensity over time, together with per-pixel offsets and scales of these basis curves, 
which capture spatial variation of reflectance and geometry. The resulting representation is 
compact, reducing a time-lapse sequence to three images, two basis curves, and a compressed 
representation for shadows. Reconstructions from the data show better error characteristics than 
standard compression methods such as PCA. 

Collaboration: Szymon Rusinkiewicz, Princeton University. 

Future Direction: We are currently investigating how the method can be generalized for cloudy 
and night time scenes. 

Contact: Jay Thornton 
http://www.merl .com/projects/ftlv/ 
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Computational Photography 

Computational photography combines 
plentiful computing, digital sensors, modem 
optics, actuators, and smart lights to escape 
the limitations of traditional film cameras 
and enables novel imaging applications. 
Unbounded dynamic range, variable focus, 
resolution, and depth of field, hints about 
shape, reflectance, and lighting, and new 
interactive forms of photos that are partly 
snapshots and partly videos are just some of 
the new applications found in 
Computational Photography. 

Background and Objectives: In traditional film-like digital photography, camera images 
represent a view of the scene via a 20 array of pixels. Computational Photography attempts to 
understand and analyze a ray-based representation of the scene. The camera optics encode the 
scene by bending the rays, the sensor samples the rays over time, and the final ' picture ' is 
decoded from these encoded samples. The lighting (scene illumination) follows a similar path 
from the source to the scene via optional spatio-temporal modulators and optics. In addition, the 
processing may adaptively control the parameters of the optics, sensor and illumination. 

Technical Discussion: There are four elements of Computational Photography: (i) Generalized 
Optics; (ii) Genera lized Sensor; (i ii) Processing; and (iv) Generalized Illumination. The first 
three form the Computational Camera. Like other imaging fields, in addition to these geometry 
defining elements, Computational Photography deals with other dimensions such as time, 
wavelength and polarization. 

Ongoing MERL projects on computational photography: 1) Coded Exposure (Flutter Shutter 
Camera), to handle motion deblurring; 2) Coded Aperture for extended depth of field, digital 
refocusing; 3) Coded Illumination (Multi-flash camera) for detecting depth edges in real time, 
useful for numerous vision applications; and 4) Heterodyne Light Field Camera using a 
transmissive mask placed close to the sensor: For extended depth of fi eld and capturing 40 light 
fi eld. 

Collaboration: Prof. Jack Tumblin, Dept of Computer Science, Northwestern University, and 
Prof. Shree Nayar, Columbia University, NY. 

Contact: Ramesh Raskar, Amit Agrawal 
http://www. merl.corn/proj ects/x photography I 
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Coded Aperture for Light Field Acquisition and Digital Refocusing 

Coding Ught Field Entering a camera via a IV1ask 

Object Mask? Sensor 

e1plane x~plane 

We propose a new class of"Mask­
enhanced" cameras for capturing 
scene properties beyond 
conventional 20 cameras. The new 
camera simply holds a transmissive 
mask inside a conventional camera. 
The modification is cheap and easy 
to install. Applications are show in 
image restoration due to out of 
focus blur, digital refocusing and 
computing the 40 light field of the 
scene. 

Background and Objectives: Capture scene properties beyond conventional pixel intensities 
and recoverably encode scene information. 

Technical Discussion: A new Fourier domain theory is developed that describe the effect of 
placing a single transmissive mask in the optical path of a conventional camera. Two designs are 
proposed. In the first design, a broadband mask is placed in the aperture to preserve high spatial 
frequencies. This allows full resolution digital refocusing and extended depth of field. In the 
second design, a narrowband mask is placed close to the sensor which allows capturing the 40 
light field inside the camera. The narrowband mask acts as a carrier to modulate the 40 light 
field on to the 20 sensor, similar to heterodyning in radio communications. 

Collaboration: Prof. Jack Tumblin, Dept of Computer Science, Northwestern University. 

Future Direction: Investigate mask installation in a hand-held digital camera for commercial 
purpose and investigate general ray modulators beyond 20 masks for encoding scene properties 
in other dimensions such as wavelength, time etc. 

Contact: Ramesh Raskar, Amit Agrawal 
http://www.merl.com/projects/mask/ 
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Multi-Flash Imaging for Object Pose Estimation 

Computing object pose using silhouettes from Multi-Flash Camera (MFC) 

Multi-Flash 
Camera (MFC) 

Object 

3D CAD 
Model 

MFC ,_ 

·' 

2D Silhouettes ,._, 

Match Silhouettes 

·' Pose: Translation, Rotation 

Pose estimation of objects is a 
common task in many 
computer vision applications. 
In this project, we use the 
silhouettes of the objects along 
with a CAD model for fast and 
robust pose estimation. The 
silhouettes/depth edges are 
reliably obtained using a 
multi-flash camera without the 
need of obtaining 3D 
information. 

Technical Discussion: A multi-flash camera captures few (4 or 8) images using illumination 
from different directions. The shadow information is used to obtain the depth edges in real time. 
A 3D CAD model of the object is used to match the 2D silhouettes obtained by the multi-flash 
camera to estimate the pose of the object. 

Future Direction: I) Investigate segmenting silhouettes corresponding to the top-level object 
using shadows; and 2) Investigate pose estimation for specular objects. 

Contact: Amit Agrawal, Ramesh Raskar 
http://www .merl.corn/projects/mfpose/ 
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Image Deblurring with Coded Exposure (Flutter Shutter Camera) 

A new camera, flutter 
shutter camera is proposed 
to aid motion deblurring due 
to fast moving objects (cars 
etc) or cameras (aerial 
imaging). The modification 
amounts to simply opening 
and closing the shutter 
according to a pseudo­
random code during the 
exposure time. The flutter 

shutter camera is also used for super-resolution of moving objects by utilizing the motion blur 
information. 

Background and Objectives: Objective: Image deblurring is an ill-posed problem and 
traditional methods lead to noise and ringing artifacts in the deblurred image. The proposed 
camera can make deblurring a well-posed problem. 

Technical Discussion: A traditional camera loses high spatial frequencies if there is a relative 
motion between the camera and the object during the exposure time. By opening and closing the 
shutter using carefully chosen binary codes, high spatial frequencies can be maintained. This 
makes motion deblurring a well-posed problem. 

Collaboration: Prof. Jack Tumblin, Dept of Computer Science, Northwestern University. 

Future Direction: I) Investigate image priors for reducing noise in reconstruction; 2) 
Investigate continuous valued code and better codes by accounting for CCD photon noise; and 3) 
Utilize Flutter shutter videos for automatic motion estimation and deblurring. 

Contact: Ramesh Raskar, Amit Agrawal 
http://www.merl.com/projects/deblur/ 
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GPU Pose Estimation 

Object pose (location and orientation) estimation is a 
common task in many computer vision applications. 
Although many methods exist, most algorithms require a 
reasonably accurate initial pose and lack robustness to 
illumination variation, appearance change, and partial 
occlusions. We propose a GPU-based fast method for 
automatic pose estimation without manual setting of initial 
pose based on shape matching of a 3D model to a range 
image of the scene. Our algorithm is simple and accurately 
estimates the pose of partially occluded objects in cluttered 
scenes in about half a second. 

Background and Objectives: Pose estimation in scenes with clutter (due to unwanted objects 
and noise) and occlusions (due to multiple overlapping objects) is challenging. Pose estimation 
from range images - where each pixel contains an estimate of the distance to the closest object­
is more robust to changes in illumination, shadows, and lack of features. Range images can be 
robustly acquired with active light systems. If a database of 3D models of objects is available, 
one can use model-based techniques, where the 3D model of the object is matched to the range 
image of the scene. We developed a novel model-based pose estimation algorithm for range 
images that runs entirely on modern Graphics Processing Units (GPUs). The massive data­
parallel processing on GPUs (NVIDIA GeForce 8800 GTX) makes our method over 30 times 
faster than a comparable CPU implementation (on Pentium D945). Our method does not require 
manual setting of initial pose and accurately computes object poses for synthetic or laser scan 
data in about one second. 

Technical Discussion: The figure shows an overview of our method. In a pre-processing step, 
we use a 3D model or detailed scan of the object and render it in different poses. Each pose is 
stored as a reference range map in texture memory. This task has to be performed only once per 
reference object. During online pose estimation, we acquire a 3D scan of the scene using an 
active light method (in our case a laser range scan). We smooth the 3D scan on the GPU using a 
median filter to compute the input range map. The task is now to find the best match between 
reference range maps and input range map through error minimization by pairwise comparisons. 
We devised a novel error function that uses the range values and Euclidean distance maps. The 
error function can be evaluated per pixel, which makes it suitable for efficient processing on 
GPUs. To efficiently minimize the error we developed a novel data-parallel version of the 
downhill simplex algorithm that runs entirely on the GPU. 
All GPU code is implemented in NVIDIA'a Compute Unified Device Architecture (CUDA). 

Collaboration: In Kyu Park, lnha University, lncheon, Korea. 

Contact: Joseph Katz 
http://www.merl.com/projects/gpu-pose/ 
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GPU for Surveillance 

See Color Figure 10 

Input video 

Multi-processor 
GPU architecture 

20x fast 
foreground 
detection 

Our goal is to develop very fast image and video 
processing algorithms by taking advantage of 
Graphics processing units (GPU). We have already 
implemented MERL's state-of-science Bayesian 
background generation and foreground detection 
method. In comparison to the CPU version of the 
same algorithm, the speed of the GPU 
implementation is more than 20 times faster. 

Background and Objectives: GPU's have made 
their way to home computers through video games 
and multimedia long time ago. With the increasing 
programmability, GPU 's are capable of performing 
more than the specific graphics computations for 
which they were designed. GPU computing with 
cuoX' (*) is a new approach to computing where 
hundreds of on-chip processor cores simultaneously 
communicate and cooperate to solve complex 
computing problems, especially for the time 
consuming video and 3D data analysis tasks. 

Technical Discussion: One of the most important innovations offered by CUDA technology is 
the ab ility for threads on GPUs to cooperate when so lving a problem. By enab ling threads to 
communicate, CUDA technology allows applications to operate more efficiently. GPUs featuring 
CUDA technology have an on-chip Parallel Data Cache that developers can use to store 
frequently used information directly on the GPU. Storing information on the GPU allows 
computing threads to instantly share information rather than wait for data from much slower, off­
chip DRAMs. This advance in technology enables users to find the answers to complex 
computational problems much more quickly than using traditional architectures. 

T\1 

* (CUDA is a trademark ofNVIDIA.) 

Contact: Fatih Porikli 
http :1 /www .merl.cornlprojects/gpusurveillance/ Project Type: Advanced Development 
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Vision for Interaction 

We are developing a vision-based technique for interaction with a cell phone augmented with a 
small projector device. 

Background and Objectives: Naturally, cellphones have very small amount of screen space to 
provide a full interactive experience. On the other hand, a promising direction is to increase the 
display size by using a small projector. This makes it difficult to interact with such a projected 
image and new sensing techniques need to be developed. We are conducting an initial proof of 
concept investigation into using computer vision algorithms to be able to provide an interactive 
paradigm while using a regular table top surface. 

Technical Discussion: For the purposes of vision-based interaction with a projected image, one 
needs to establish a correspondence between observed image pixels and coordinates of these 
pixels in the projector space. We recover this correspondence by using an efficient 30 
reconstruction technique using the projected image as a natural reference for 3 0 geometry of the 
scene. 

Contact: Yuri Ivanov 
http://www.merl.com/projects/vizinterationl 
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Mechatronics 

In the last part of this year, MERL embarked on the development of a new research program in 
mechatronics and control. The motivations for this new program are twofold. First, the design 
and control of electromechanical devices is central to many areas of MELCO's business, such as 
factory automation, aerospace, and transportation (automotive, elevator, and escalator). Second, 
with the rapidly increasing power of embedded computation in electromechanical systems, we 
felt there was the opportunity for synergy between research in mechatronics and control and 
MERL's existing research strengths in computer and information technology. 

We are currently in the recruiting and project definition phase of this research program, so there 
are no specific projects to publicly report at the time of this writing. The overall goal of the 
program is to make fundamental innovations to extend the performance envelope of systems 
such as high performance factory automation machines, e levators and other state-of-the-art 
electromechanical control systems. Researchers at MERL will collaborate closely with 
MELCO's mechatronics and control R&D faci lities in Japan. 
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Algorithms 

The Algorithms group at MERL develops solution methods for optimization problems involving 
very large numbers of variables. Typically these arise in inference problems involving images, 
video, or audio; network transport problems; coding and compression problems; or design 
problems. Usually these problems are characterized by very complicated probability 
distributions in extremely high dimensional spaces. Because classical approaches to these 
problems are intractable, our results can open new business opportunities where there are no 
competitive technologies. 

Most of the group's work revolves around graph-based optimizations and inference, where the 
graph is a representation of the problem constraints and a probability distribution over possible 
solutions. Through formal analysis we identify tractable estimation or approximation schemes. 
This meshes with MERL's expertise in fields and technologies such as belief propagation, 
machine learning, computer vision, dynamic programming, convex optimization, coding and 
communications theory, and signal processing. 

Project Descriptions 

Dimensionality Reduction .............................. ........ .............. ... ............................ ............ ............ 120 
Stochastic Routing ...................................................... ........... ..... .... ................. ... ..................... .. .. 121 
Phase Unwrapping for Interferometric Synthetic Aperture Radar .................. ... ......................... 122 
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Dimensionality Reduction 

We developed methods for compressing 
high-dimensional signals that enable 
smooth interpolation and extrapolation 
between images, sounds, shapes, etc. 

Background and Objectives: It may take 
millions ofbytes to accurately record 
biometric data such as the shape of one ' s 
face, but it only takes a few hundred bytes 
to describe how one' s face differs from 
similar faces. The distribution of all likely 
faces is presumed to form a smooth low­
dimensional manifold. We have developed 
methods to model this manifold from data 
samples and assign it a coordinate system 

with which we can encode (compress) and decode (decompress) new samples. Navigating on 
this manifold makes it possible to interpolate and extrapolate. We are currently using this 
facility to generate ear shapes for an acoustic modeling study at MELCO. 

Technical Discussion: Given a few data samples (high dimensional vectors) and local distances 
between similar samples, we construct a convex optimization whose solution is an isometric 
mapping function taking the sample space into the low dimensional coordinate system. 

Future Direction: We are looking at ways of extending the framework to handle vector 
samples that lack simple correspondence properties. 

Contact: Matthew Brand 
http://www.merl.com/projects/dimred/ 
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Stochastic Routing 

We are developing optimal routing algorithms for networks where the costs vary 
probabilistically. 

Background and Objectives: We study real-world networks such as traffic, communications, 
and logistics. In these settings, advancing a link is not a sure thing: The cost, time, and success 
will vary probabilistically. Classical routing algorithms can yield catastrophically bad outcomes. 
We are developing methods to optimize various measures of performance and bound the 
probability of failure. 

Technical Discussion: We optimize expected utility where the user's utility is some nonlinear 
function of the realized total travel time or cost. We have proven that some such optimizations 
are NP-hard and/or inapproximable. For other useful cases we have found very efficient 
algorithms and approximation schemes. Two examples that are especially suitable for current 
car-navi hardware: Choosing a route that maximizes the probability of arriving before a deadline, 
and choosing a policy that minimizes time and avoids jams when the congestion state of the 
whole network changes stochastically. 

Collaboration: Jan Kara, Charles University (Prague). 

Future Direction: We are now looking at wireless transmission problems where the link cost 
distributions are extremely heavy-tailed. 

Contact: Matthew Brand 
http://www.merl.com/projects/stochasticrouting/ 
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Phase Unwrapping for Interferometric Synthetic Aperture Radar 

We developed a phase-unwrapping 
algorithm appl icable to interferometric 
synthetic aperture radar (lnSAR) systems. 
Our approach has the advantage of removing 
noise while simultaneously unwrapping 
phases. Our algorithm has been incorporated 
into MELCO's latest lnSAR system, which 
has been successfu lly tested in the fi eld. 

Background and Objectives: Phase­
unwrapping is a necessary step in obtaining 
a terrain height map from a satellite or 
airplane-based lnSAR system. InSAR 
measurements provide a phase which is 
inherently ambiguous with respect to the 
addition or subtraction of un its of 2*pi , and 
this ambiguity must be removed to recover a 

sensible height map. To further complicate the problem, lnSAR phase measurements are also 
noisy. The phase-unwrapping problem can be attacked by finding the most probable set of 
"unwrapped" phases given the received phases, using a terrain model and a noise model. In our 
approach the terra in and noise models are explicitly defined by a "factor graph," and the most 
probable configuration is optimized iteratively using a combination of two algorithms, an 
iterated-conditional-modes (ICM) algorithm, and a min imum-cost-flow (MCF) algori thm. Our 
algorithm provably finds a local ly optimal configuration. 

Technical Discussion: Our phase-unwrapping algorithm is being used in the latest MELCO 
lnSAR system, and is a key reason that the new system is able to generate much more accurate 
digita l surface models. An experimental fi eld observation was can·ied out in Tsukuba, Japan, and 
the new InSA R system incorporating MERL's phase-unwrapping algorithm achieved an 
accuracy of better than 50 em at a spatial resolution of 30 em. Detailed terrain featu res such as 
rice field ten·aces are accurate ly recovered. 

Future Direction: We plan to further refine our algorithm and improve its effici ency. 

Contact: Ali Azarbayejani 
http://www.merl.com/projects/phaseunwrapping/ 
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