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Abstract—In marked contrast with the ideal error-free feedback
assumption that is common in the literature, practical systems are
likely to have severely bandwidth-limited, error-prone feedback
channels. We consider the scenario where feedback from the
receiver is used by the transmitter to select the best antenna,
out of many available antennas, for data transmission. Feedback
errors cause the transmitter to select an antenna different from
the one signaled by the receiver. We show that optimizing the
signaling assignment, which maps the antenna indices to the
feedback codewords, improves performance without introducing
any additional redundancy. For a system that uses error-prone
feedback to transmit quadrature-phase-shift-keying-modulated
data from a single antenna selected from many available spatially
correlated antennas, we derive closed-form approximations for
the data symbol error probability for an arbitrary number of
receive antennas. We use these to systematically find the optimal
signaling assignments using a low-complexity algorithm. The op-
timal signaling is intimately coupled to how the receiver performs
selection verification, i.e., how it decodes the data signal when,
due to feedback errors, it does not always know which antenna
was used for data transmission. We show that ignoring feedback
errors at the receiver can lead to an unacceptable performance
degradation, and develop optimal and suboptimal, blind and
nonblind selection-verification methods. With a small side-in-
formation overhead, nonblind verification approaches the ideal
perfect selection-verification performance.

Index Terms—Antenna arrays, antenna selection, combinatorial
optimization, detection, diversity reception, maximum a posteriori
(MAP) estimation, multiple-input multiple-output (MIMO) sys-
tems, radio receivers, receiving antennas, selection verification,
spatial correlation, transmitting antennas.

1. INTRODUCTION

HILE multiple-antenna systems promise remarkable im-
Wprovements in the reliability of transmission over wire-
less channels, their widespread adoption has been inhibited by
their increased hardware and signal complexity. Antenna selec-
tion, at the transmitter or receiver or both, is a low-complexity
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technique that reduces the hardware complexity of multiple-an-
tenna systems [1]—[7] (tutorial articles can be found in [8]-[10]).
By means of a selection switch, only a subset of the available
antennas are used for data transmission or reception. There-
fore, fewer RF chains than the number of antennas are required.
While more than one antenna can be selected in general, single
transmit-antenna selection is beneficial, as it retains the full di-
versity order in a frequency-flat block-fading channel [6], [7].1 It
enables the use of conventional single-input single-output trans-
mission schemes while also exploiting spatial diversity.

Feedback is critical in implementing transmit-antenna se-
lection (TAS), as channel state information (CSI) is often
not readily available at the transmitter. However, in practical
systems, the feedback channel is typically severely band-
width-limited and designed with a tight link budget. For
example, in third-generation (3G) cellular systems [11], the
feedback is uncoded and its rate is just 1.5 kb/s. Feedback
bit-error rates (BERs) as high as 4% are not uncommon. While
error-correction coding can be used to reduce this error rate, the
extra bits required increase the feedback latency and reduce the
maximum Doppler frequency that the system can handle. The
above scenario is in marked contrast with the ideal error-free
feedback that is typically assumed in the literature on selection
[4], [12]-[14].

Feedback errors can cause the antenna selected by the trans-
mitter to be different from the optimum one requested by the
receiver. If the large difference between the feedback BER (on
the reverse link) and the desired data BER (on the forward link),
which is as low as 107%, is ignored, it can significantly in-
crease the data BER actually achieved. Another factor that af-
fects the performance of selection is spatial correlation between
the transmit antennas. The correlation depends not only on the
antenna topology, but also the wireless propagation environment
[15]-[19]. The combined impact of both these effects needs to
be jointly compensated to minimize the performance degrada-
tion; if not, the degradation can often be unacceptable.

Feedback nonidealities were modeled in [12] and [20]-[22].
However, [20] considers only three transmit antennas and pro-
vides only simulation results. It also assumes that in case of
a feedback error, any of the candidate antennas is used by the
transmitter with equal probability. Under this assumption, all
signaling assignments, which determine the assignment of feed-
back codewords to the antennas to be used for transmission, give
exactly the same performance, which, as we shall see, is not the
case. The same idealized assumption about receiver knowledge

IIn general, when multiple antennas are selected, full diversity may not be re-
tained if the space—time trellis code (STTC) used is rank-deficient or the channel
undergoes fast fading.
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is also made in [12] and [21]. All the above papers also assumed
that the receiver somehow always knows what antenna(s) were
used for transmission, which is clearly an idealization. While
[22] considers feedback delay in closed-loop transmit-diversity
systems, it does not assume feedback errors.

The contributions of the paper are the following. For a system
with N, receive antennas that selects one antenna from /N; spa-
tially correlated transmit antennas and operates with an error-
prone feedback (reverse) channel, we show how the feedback
signaling design affects the average symbol-error probability
(SEP). We develop a systematic, low-complexity method for de-
termining the optimal signaling assignment. This is crucial, as
the number of signaling assignments grows as O(N,!), which
makes a brute-force search practically infeasible. The optimal
signaling assignment turns out to be intimately coupled with the
receiver design. We then develop novel receiver designs for an-
tenna selection to deal with imperfect feedback, which we call
antenna selection verification. As the performance degradation
without verification is often unacceptable, and perfect verifi-
cation is an idealization, we develop and evaluate several se-
lection-verification algorithms such as symbol-level and block-
level blind algorithms, in which the receiver uses the received
(but unknown) data and its a priori channel knowledge to es-
timate the transmit-antenna set used, and nonblind algorithms,
which are aided by additional side information.

To our knowledge, feedback signaling in a spatially corre-
lated multiple-antenna data channel, as well as the receiver de-
sign problem, have not been studied in the literature. One reason
for this is the analytical intractability of this seemingly simple
problem. Elegant analytical techniques such as virtual branch
combining [23], [24, Ch. 9], which is based on order statistics
of independent antenna gains, are not available if the channel is
correlated. Therefore, the resultant analysis is significantly com-
plicated [25]. Feedback errors further complicate the analysis.
However, the simple closed-form analytical approximations de-
veloped in this paper overcome this hurdle, at least for finding
the optimal signaling assignment.

The paper is organized as follows. Section II mathemati-
cally formulates the problem of antenna-selection signaling.
Section III derives the performance metric related to SEP. The
algorithm for determining the best feedback signaling assign-
ment is developed in Section IV. Antenna selection-verification
methods are discussed in Section V. Section VI presents the
numerical results, and Section VII presents our conclusions.

II. SYSTEM MODEL

Notation: The symbol (.)?" denotes matrix transpose, (.)' the
Hermitian transpose, ||.|| the norm of a vector, and ||.||r the
Frobenious norm. The symbol C**? denotes the set of a x
b complex matrices. E 4p[.] denotes the expectation over the
random variable (RV) A given B. Similarly, Pr(A|B) denotes
the conditional probability of A given B if A is a discrete RV,
and p(A|B) denotes the probability density function (pdf) of A
given B if A is a continuous RV.
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Fig. 1. Schematic of TAS with erroneous feedback.

Fig. 1 shows our system model. From NV, transmit antennas, one

is selected. There are [V, antennas at the receiver. The received
. A .

signal vectory = [y1,y2, -+, yn, ] € CV"*1is

y=hjz+w )]

where z is the transmitted quaternary phase-shift keying
(QPSK) symbol, w is the additive white complex Gaussian
noise (AWCGN) vector with independent and identically dis-
tributed (i.i.d.) zero-mean unit-variance elements. The complex
vector h; is the jth column of the complete channel matrix H,
where j is the index of the antenna used for transmission. The
matrix H € CN»*¥t consists of all the channel coefficients
between the transmitter and the receiver. The signal-to-noise
ratio (SNR) is denoted by v, where v = E,[|z|?].

As per the Kronecker model, which models well several
typical spatial channels, the forward channel matrix H can be
written as [17], [19]

H = RY/?H,R,/* )

where R is the N; x N; transmit-side correlation matrix, R,
is the N,. x N, receive-side correlation matrix, and H,, is an
N, x Ny spatially white zero-mean unit variance complex i.i.d.
Gaussian noise matrix. The spatial covariance matrices for a
uniform linear array (ULA) with a Gaussian angle spread and
a uniform circular array (UCA) with a Laplacian angle spread
are derived in [19] and [26], respectively. They depend on the
angular power spectrum, in particular, the angle spread, oy, the
mean angle of departure/arrival (AoD/AoA), 6y, and the wave-
length-normalized antenna spacing A for a ULA, or the wave-
length-normalized array radius €2 for a UCA.

A. Notation for TAS Signaling

To minimize overhead, the receiver does not feed back the
entire channel state, but only computes and feeds back the
indices of the antenna that the transmitter must use. Let S
denote the set of all possible single transmit antenna choices,

S ={1,2,..., N;}.2 To make the transmitter use the antenna

s, the receiver sends the feedback codeword (bit sequence)
c 2 [c1,¢2,...,¢n] € F”, where F 2 {0,1}. Let C denote

)

2To keep the discussion concise, we no longer distinguish between the an-
tennas and their indices.
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the set of all feedback codewords (the used bit sequences),
c 2 {c1,¢2,...,cn,}. All the codewords consist of n bits.

Such feedback is needed whenever the short-term fading in the
forward and reverse channels is uncorrelated, as is typically the
case in frequency-division duplex systems, or in time-division
duplex systems with asymmetric forward and reverse links, or
in high Doppler regimes.

To ensure meaningful feedback, each of the NV; possible
choices must be represented by a unique bit sequence. There-
fore, the length of the bit sequences, n, satisfies the constraint
n > [logy N¢|, where [-] is the ceiling function. For simplicity,
Ny is taken to be a power of 2, so that the total number of pos-
sible bit sequences and the number of antennas is the same, i.e.,
n = log, IV; is an integer.3 Therefore, there exists a bijective
mapping p, S — C, called the signaling assignment, such that
for any codeword c € C, there exists a transmit antenna s € S
such that ¢ = p(s), and no two transmit antennas are assigned
the same codeword, p(s1) # u(s2) for any s; # sa.

B. Feedback Channel Model and Its Impact

TAS with erroneous feedback can be described as follows.
Let s denote the optimum choice made by the receiver. The
receiver signals the codeword ¢ = p(s), which is received by
the transmitter as ¢’. The transmitter then uses the antenna set
s = pu~1(c’). Given that p(.) is bijective, it follows that s # s’
ifc #¢'.

Errors in the feedback channel result in the transmitter re-
ceiving a bit sequence ¢’ that is different from the one sent by
the receiver, c. Let € denote the probability that a feedback bit
changes from 0 to 1 or vice versa. The probability of confusing
these two bit sequences is given by the function

O(d) = (1 — )" 3)

where d is the Hamming distance between two feedback bit se-
quences. Thus, different Hamming distances lead to different
error probabilities.

C. Notation for Antenna-Selection Verification

Throughout this paper, we shall assume that the receiver
knows H, for example, by initial training.# Due to the presence
of feedback errors, the receiver does not know a priori the an-
tenna actually used for transmission. To fulfill its ultimate goal
of detecting the transmission data correctly, the receiver often
needs to estimate, as an intermediate step, which antenna was
used by the transmitter. This process is called antenna-selection
verification, given its resemblance to a problem that occurs in
closed-loop transmit-diversity systems with imperfect transmit
weight feedback [27]-[29]. Hereafter, we use s, s', and § to
denote the antennas chosen (and fed back) by the receiver, actu-
ally used by the transmitter, and assumed by the receiver during

3If N, is not a power of two, there will exist for the uncoded feedback case
2™ — N, bit sequences that are not codewords. When the transmitter receives
them due to feedback errors, it maps them to transmit antennas using a prespec-
ified rule. We do not delve into this issue in this paper.

“4It must be noted that the training duration is longer because not all antennas
can be trained over simultaneously in an antenna-selection system with fewer
RF chains. For the same block-fading duration, this leads to a shorter duration
for data transmission.
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data detection, respectively. Their corresponding channel gain
vectors, which correspond to appropriate columns of the com-
plete channel matrix H, are denoted by hg, h,/, and h;.

A receiver that ignores the possibility of feedback errors and
assumes that the transmitter used the antenna s recommended
by the receiver, is called the no-selection verification receiver.
It therefore assumes that § = s and uses the channel h, to do
detection. On the other hand, if the receiver always knows, say,
with the help of a genie, that the antenna s’ was used by the
transmitter, it shall be called the perfect selection-verification
receiver. It therefore assumes 5§ = s’ and correctly uses h,: to do
detection. A receiver that determines § using only the received
signal y, given a priori knowledge of the feedback error rate €, is
called the blind selection-verification receiver. If, as discussed
later, additional side information is also available to determine
3, we shall call it the nonblind selection-verification receiver.

To quantify the efficacy of the selection-verification algo-
rithms and understand their behavior, we define two verifica-
tion-related probabilities

selection verification error probability:

PE) 2 Ppr(5 £ ) 4)
selection verification mismatch probability:
PO 2Py(5 £ ). 5)

P(F) is the probability that the receiver cannot determine which
transmit antenna was actually used. P(M) is the probability that
the transmit-antenna estimate at the receiver does not match its
initial (optimum) choice. Obviously, P(¥) = 0 for perfect selec-
tion verification, and P(™) = 0 for no-selection verification.’

III. SIGNALING ASSIGNMENT: OPTIMIZATION METRICS

In the previous section, we saw that not all feedback code-
word errors are equally likely. In the absence of spatial corre-
lation, the average SEP of the data is independent of the sig-
naling assignment. However, in the presence of correlation, it
can be intuitively seen that the performance degradation can be
reduced if the signaling assignment ensures that the antenna ac-
tually used is correlated with the antennas the receiver signals
the transmitter to use.

To verify this intuition, a toy example of a ULA consisting
of N; = 4 antennas with IV, = 1 is illustrated in Fig. 2. The
total number of possible signaling assignments, when two feed-
back bits are used, is 4! = 24, which makes brute-force Monte
Carlo simulations feasible. We plot the average SEP as a func-
tion of the SNR for each and every signaling assignment. The
performance for two feedback BERs, € = 0.1% and € = 4%, is
shown for both the ideal perfect selection-verification receiver,
which always knows which antenna was actually used by the
transmitter, and the no-selection-verification receiver, which ig-
nores feedback errors and assumes that the transmitter used the

5The formalism defined so far for single TAS can be easily generalized to the
case of hybrid selection, in which a subset containing more than one transmit
antenna is selected. The set S now contains vectors S = {si,...,s}, where
each vector s; has as its elements the selected antennas. The number of choices
L is now (2’;), if £, antennas are always chosen. The received signal becomes

y = Hx + w, where the vector x is the data transmitted from the selected
antennas and the matrix H is the corresponding subset of H.
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Fig. 2. Data SEP for all 24 signaling assignments for no-selection-verification
and perfect selection-verification receivers (ULA, N, = 4, N, = 1). Results
are shown for two feedback BERs: € = 4% and ¢ = 0.1%.

antenna recommended by the receiver. The transmit correlation
matrix corresponds to an angle spread of oy = 30° and a mean
AoD of 30°. The performance gap between the best and the
worst signaling assignments is about 1.5 dB for perfect selec-
tion verification. And for no-selection verification, the best and
the worst signaling assignments both suffer from an error floor
which is on the order of ne. While the performance loss is neg-
ligible for ¢ = 0.1% (except at high SNR), it is significant for
e = 4%.

We now develop the analysis to find the optimal signaling
assignment systematically without resorting to arduous brute-
force simulations. Let My, denote the set of all signaling as-
signments (bijective mappings between two sets of cardinality
N;). Then the optimal signaling assignment, p*, for a given
SNR 7 is

pr(y) = arg | mnin t Pe(p3y) (6)
where P.(u;v) denotes the average SEP for the signaling as-
signment ;4 at SNR . Arguably, while the optimal assignment,
w*, can depend on the operating -y, the results in Fig. 2 (and
others in later sections) show that for perfect selection verifi-
cation and no-selection verification, the same signaling assign-
ment is optimal for all SNRs. For other receivers, this might not
be true, as we shall see in later sections.

When one transmit antenna is selected from the NV; antennas,
the optimal transmit antenna choice is

s = arg max ||h;||* @)
J

where h; denotes the jth column of H. The decision statistic
used by the receiver, given that it uses § as its estimate of the
antenna used for transmission and knows H, is

g=hly=hlh,z +hiw. (8)

The output of the detector is denoted by z.

The average SEP for a given signaling assignment y is

Po(pin) = Y Egews[Pr(i # z]s, s, )]

s,s’,8€S

x Pr(3]s, s’) Pr(s’|s) Pr(s).

The probability Pr(§|s’, s) depends on the selection-verification
algorithm used at the receiver. For perfect selection verification,
we have Pr(§ = s'|s’,s) = 1, while for no-selection verifica-
tion, Pr(§ = s|s’,s) = 1. Therefore, in these two cases, in
which § is a deterministic function of s and s’, the above equa-
tion can be simplified to

P(iiv) = 3 Eypw [Pr(i # ols, )] Pr(s'|s) Pa(s).

s,s'€S
©)
The term Pr(s’|s) depends on the feedback BER ¢ and the sig-
naling assignment ;. because

Pr(s'|s) = @ (d(c’, c)) = e (1 — ¢) (")) (10)
where ¢’ = pu(s’), ¢ = u(s), and d(c,c’) denotes the Ham-
ming distance between the two codewords ¢ and c¢’. Pr(s) is
the probability that s is the optimal transmit antenna. In the
presence of spatial correlation, it is not necessarily the same
for all s. However, for moderate spatial correlations, the dif-
ference between these probabilities is minor enough to justify
the approximation Pr(s) ~ 1/N;. For example, when a ULA
consists of N; = 4 antennas with A = 0.5, gy = 30°, and
6o = 30°, we have Pr(s = 1) = Pr(s = 4) = 0.28,
Pr(s = 2) = Pr(s = 3) = 0.22.
We then get the following expression for P, (u;):

Pe(p;v)~ N% Y Eupow [Pr(@ # als, (A ("), 1(s))) -

11
The average SEP given s and s', E, |« [Pr(Z # z|s,s")],
depends on the modulation constellation, the receiver, and
the channel statistics. The combination of spatial correlation,
order statistics, and feedback errors makes it difficult to derive
general closed-form expressions for the above expectation.
Evaluating it numerically or using Monte Carlo simulations is
infeasible for optimization purposes, as the entire SEP curve
(as a function of SNR) needs to be plotted for every signaling
assignment. We therefore develop simple closed-form approx-
imations for the SEP that are based only on the second-order
statistics of the channel. These are shown to be sufficiently
accurate for optimizing the signaling assignment.

A. Closed-Form SEP Approximation for Perfect Selection
Verification

With perfect antenna-selection verification, we have § = 5.

Therefore, the decision statistic becomes

g = ||hy|?>z + hl,w. (12)
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When QPSK modulation is used, the SEP, given h,/,
mately equals 2Q(+/7|/hg ||?/2). Therefore

approxi-

m@%ﬂ&g:EM&yPQ<-ﬁmwﬂ](n)

~20 (/3 Eu, e [IalP]) . 14

In (14), we interchanged the expectation operator and the )
function. From Jensen’s inequality, the resulting expression is
a lower bound on the average SEP.

From the spatial correlation model defined in (2), the correla-
tion between hy and h, is 45 . Then, h/ can be written in terms
ofhgash; = rsohy+ /1 — |rss|?n. The vector n is indepen-
dent of h; and h,, and each of its elements is a zero-mean unit-
variance complex Gaussian RV. Therefore, Ey, ,|s,o [[|hy||*] =
|rss'[PEn,|s[lhs|[?] + (1 = |rss|?) Ny Therefore

Pr(z # z|s, s")
~ 2l 2 2 Ny
~20Q §|TSS’| ([Ehsls [HhSH ] - Nr) + 9

Y rY
~ 2exp <—Z|r851|2 (En, s [IIhs]’] = N,) - 1 ) (15)
Ny
eXp (_ﬂver(7>|rss’|2) exp <_ 4 ) . (16)
In (15), we used the approximation Q(a) ~ exp(—a®/2), for

a > 0. The term fyer(7) in (16) denotes (v/4)(En, |s[||hs]|?] —
N,), as Ey,_|s[||h,||?] is independent of 1. It must be noted that
Byer(7) > 0, because ||h||? is the maximum of the column
norms of H.

Since x is QPSK-modulated and the constellation symbols
are equiprobable, we have E, |, »[Pr(# # s, s')] = Pr(z #
x|s, s’). Substituting the expressions for Pr(& # z|s, s”) from
(16), and for ®(.) from (3), in (9), we get the following expres-
sion for P.(u;7):

4
X Z Z exp (_ﬂver(7)|7"85’|2) <1 i €

Therefore, the SEP metric My, (p;) to be optimized for per-
fect selection verification can be defined as

Pe(p;) = — exp <—N”> (L—e"

d(n(s).u(s"))
> . a7

Mvcr /%V Z Z GXP Vor )|rss’|2)
seS s'eS
NI (IONTCR)
. (18
. (1 <) 1s)
The common term (2/N;) exp(—(N,v/4))(1—¢)™, which does

not depend on 1, is dropped in (18).
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B. Closed-Form SEP Approximation for No-Selection
Verification

A receiver that does not do antenna selection verification uses
§ = s. Therefore, the decision statistic in this receiver is

g=hlhyz +hiw (19)

Therefore, when z is QPSK-modulated, we have

Pr(z # x|s,s)
= Ehs,’hsls,s/ [Pr(i“ 7é .’L‘|h5/7h5,8781)]

hih,
=En, h.)s,s |fQ (\/g| ||;1 || | o8 (% " ¢)>
~ [hih
([ w3 +)

where ¢ is the phase of the complex number hih,. It is a
zero-mean RV, and its variance decreases as the spatial corre-
lation increases. For small ¢, we have |sin(¢)| < |cos(¢)].
This justifies the following approximation: cos((7/4) + ¢) =
(1/v/2) cos(p) — (1/v/2) sin(¢) = (1/v/2) cos(¢). Similarly,
sin((7/4) + ¢) = (1/v/2) cos(¢). Therefore

’y |hlh8’
[

Pr(z # z|hy, hy, s, 5") =~ 2Q < os(qﬁ)) . (20)

As before, the spatial correlation between h; and hy im-
plies that hy = r,ohy + /1 — |rse|?n. Thus, we have
|h;fhs/|cos(gb) = ||hs|®Re{rssr} +Re{ V13- |7"SS’|2hJsrn}’
where n is a zero-mean AWCGN and is independent of h and
h,:. Therefore

Pr(z # z|hy, hy, s, s")

h
~ 2Q<\/thSHRe{TSS/}—l-Re{\/l—|rss/|2ﬁ}> . 2D

Then Pr(# # z|s, s") can be approximated by

Pr(i # o5, ) ~2Q (ﬂE. (LR

= 2Q (/Bno—vor(’y)Re{rss’ }) . (22)

The first step of the approximation swaps the expectation oper-
ator and the () function. From Jensen’s inequality, the resulting
expression is a lower bound on the average SEP. This step also

uses the fact that Ey,_ n|s o [Re{\/1 — |rss[?(hin/||hy]))}] =
0 because n is a zero-mean RV that is independent of h. In
(22), /Bnofver( ) denotes V 7/4 [Eh |s,s’ [Hh ||] which is in-
dependent of 4. Note the approximation Q(a) =~ exp(—a?/2),
which we had used earlier, is unsuitable here because Re{ Tss' |
can be negative.

Upon substituting (22) and (3) in (11), we get

1_6 ZZQﬂno ver

seSs’'eS

N (TEONTE)
X .
(=)

Po(p;7y) = 7)Re{rss})

(23)
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Fig. 3. Scatter plot showing the monotonic relationship between M (;7),
which approximates the average SEP, and the numerically computed average
SEP for different signaling assignments g, for single antenna selection with the
SNR fixed at ¥ = 6 dB (V; = 8, N,. = 1). (a) Perfect selection verification.
(b) No-selection verification.

Therefore, we can define the SEP metric Myo—ver(f2;y) for
no-selection verification as

Z Z Q /Bno ver )RG{T’SS/})

SES s’ES
( 6 )d(u(s/)yﬂ(s))
X .
1—e¢

The common term (2/N;)(1 — €)™
is dropped in the above definition.

MHO ver l’l’ fy

(24)

, which is independent of (i,

C. Validation of SEP Metrics

Fig. 3(a) is a scatter plot for perfect selection verification of
the simulated average SEP P.(+y; 1) on the y-axis, and the SEP
metric defined in (18), Mye (1;) on the x-axis, for 800 dif-
ferent signaling assignments. The SNR is fixed at v = 6 dB,
and the results are for a ULA with Ny = 8 and N, = 1. (The
total number of assignments is 40 320, which is very large.) The

transmit correlation matrix is calculated using the parameters
A =1/2,04 = 30°, and 6y = 30°. The SNR-dependent term
Byer(7y) is set to unity. Fig. 3(b) is a scatter plot of the average
SEP from simulations and the metric Mo ver(p4; 77), defined in
(24), for no-selection verification. As before, S0 ver () 18 set
to unity.

The monotonic relationship between the metrics and the av-
erage SEP is evident from the plots. So long as this all-impor-
tant monotonic relationship approximately holds, the metric can
be used to compare the various signaling assignments and find
the optimal one. On account of the approximations made in the
derivation of the metrics and simulation noise, the plot displays
some scatter, due to which a small uncertainty exists about the
exact SEP value. However, it must be noted that the primary re-
gion of interest for optimization purposes is the one with lower
values for both P.(;v) and My, (1;7).

The validity of the approximations was also verified by sim-
ulating several systems with different numbers of antennas and
spatial correlations. In each case, the plot of the average SEP
displayed the desired monotonic relationship with the metrics
for both perfect selection verification and no-selection verifica-
tion. The monotonic relationship holds regardless of the value
of Byer(7y) or Buo—ver(y), which is a very useful observation.
Therefore, we shall set them to 1 henceforth.

Empirically, we have found that the following simplified ver-
sions of the above metrics also work well:

d(p(s"),n(s))
Mver /1/ '7 Z Z |7'99 <T> or
SES s'eS
¢\ ) n)
vor /J'a Z Z GXp |TSS |) (1—6)
sES s'ES
a(u(s ) ()
Muo—ver(:7) == > > Refr} ( > or
sESs'€S
Myo—ver(u;y)= Z Z exp (—Re{rss })
seES s'eS

¢\ A ns).
X —_—
(=)

However, in the rest of paper, we shall continue to use the metric
expressions derived earlier.

D. Robustness of Optimal Signaling Assignment

The metrics defined in (18) and (24) depend on system pa-
rameters such as the feedback BER, ¢, and the transmit corre-
lation, R;. We now make some statements about the robustness
of the optimal signaling assignment to changes in these param-
eters. These give us an idea of whether the optimal signaling
assignment can be computed offline, or whether it is so sensi-
tive to the system parameters that it needs to be recomputed in
real time whenever the parameters change.

Lemma 1: For small feedback BER € < 1, the optimal sig-
naling assignments p§,,. and p,_ .., are independent of .

Proof: Let S(y) denote the set of all transmit-antenna in-
dices whose codewords are just 1 bit apart from the codeword

1i(s). Hence, S, 2 {s'|s' € S and d(u(s’), u(s)) = 1}. When



784

€ < 1, single bit errors are most likely. Therefore, the metrics
simplify to

Mer(p37y) = exp (—f(7)|rss ?) + ofe)
SGS s'e€8. (1)
(25)
and
Mo ver(lt ’Y Re{TSS }) + 0(6>
sGS s'e8. (1)

(26)
where lim._, o(¢)/e = 0. Therefore, for ¢ < 1, the metrics
depend on ¢ only through the common term ¢/(1 — ¢), which
implies that the optimal signaling assignments are independent
of € [30]. [ |

For perfect selection verification, the absolute value of the
complex spatial correlation coefficient matters, and not its
phase. While a different angle spread and a different mean
AoD changes the value of the correlation, the antennas that
are farther apart typically have a smaller absolute value of
correlation than antennas that are closer. Therefore, the optimal
signaling assignment derived for one set of parameters will
perform well, even under a different set of parameters.

IV. SIGNALING DESIGN: OPTIMIZATION ALGORITHM

The analysis in the previous section derived closed-form ap-
proximations for the average data SEP. The functional forms
of Mye,(15y) and My ver(14;y) make them amenable to op-
timization using the binary switching algorithm (BSA), which
was invented in early source coding literature on vector quan-
tization over noisy channels [30]. The BSA has recently also
been successfully applied to other topics such as bit-interleaved
coded modulation [31], [32].

The BSA searches and finds a locally optimal signaling as-
signment in the set of all assignments, M. To run BSA, we
need to define the cost function for every signaling assignment
for each of the V; transmit-antenna choices; the total cost is the
sum of the costs of all choices. In our problem, the total cost
is defined as M (u;y), where M (1;7) 2 Myo—ver (5 y) for
no-selection verification and M (p; ) 2 Mer (15 ) for perfect
selection verification. From Sections III-A and III-B, the cost
for each choice, s € S, must be defined as

, ‘ d(pu(s),n(s"))
Zexp |r55|) .

s'eS
(27

S(157)

for perfect selection verification, and

€

) . d(p(s),n(s"))
M.(57) = > Q(B(1)Re{r.w}) (1 - >
s'eS (28)

for no-selection verification. Clearly, we have M (u;vy) =
Yoses M, s(1;y). For a detailed description of BSA, the reader
is referred to [30].

The key steps of BSA are as follows.

1) Randomly select the initial signaling assignment .
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2) Calculate the cost function M, (u;~) for each choice s €
S, and the total cost M (u; ).

3) Sort the elements in the set {M(u;7)|s € S} in in-
creasing order.

4) Switch the choice with the highest cost with every other
choice. Each switch changes u to a different signaling as-
signment y'. For each switch, calculate the new total cost
M(u'5 ).

5) Pick the switch with the lowest total cost. If it is lower
than the initial total cost, save the corresponding signaling
assignment, and return to step 2. If it is higher than the
initial total cost, proceed to 6.

6) Switch the choice with the second highest cost with every
other choice, and calculate the total cost for each switch.

7) Pick the switch with lowest total cost. If this total cost is
lower than the initial cost, save the corresponding signaling
assignment, and return to 2. Else, if the total cost is higher
than the initial total cost, stop.

The BSA is guaranteed to stop, and it converges to a locally
optimum signaling assignment in many cases. To find the global
optimum, the algorithm is started with several different initial
signaling assignments, and the assignment with the lowest total
cost is chosen. The complexity of BSA is of the order of N}.
The complexity can be reduced to N2 log,(N;) for e < 1, when
only single feedback bit errors are very likely [30].

We illustrate this with a toy example of a ULA with N; = 4,
A = 0.5,09 = 30°,and §y = 30°. The receiver has N,. = 1 an-
tenna and does perfect selection verification. The transmit corre-
lation matrix is R; = [1, —0.60 — 0.43i, 0.36 4 0.34i, —0.28 —
0.28i; —0.60 + 0.43i,1,—0.60 — 0.43i,0.36 + 0.34i;0.36 —
0.34i, —0.60 4 0.43i, 1, —0.60 — 0.43i; —0.28 + 0.28i,0.36 —
0.34i, —0.60 + 0.43i, 1], where i = \/—1. Let the initial sig-
naling assignment be 2 3 4 1, which means that the bit sequence
01 (2) signals transmit antenna 1, 10 (3) signals antenna 2, 11 (4)
signals antenna 3, and 00 (1) signals antenna 4. From (27), the
cost for each choice is M (m57y) = 0.370, My (p;7y) = 0.369,
Ms(p;7) = 0.369, and My(p;y) = 0.370. The total cost is
M (u;y) = 1.478. Antenna 4 has the highest cost (so does an-
tenna 1). The codeword assigned to antenna 4 is switched with
each of the three antenna choices. This gives three new signaling
assignments, 2 1 34,23 14, and 1 3 4 2, with costs 1.477,
1.478, and 1.476, respectively. This process is repeated, and fi-
nally finds that the optimal assignment 1 3 4 2 has the lowest cost
of 1.476. Note that the optimal assignment need not be unique.”

V. ANTENNA SELECTION-VERIFICATION METHODS

We now discuss several antenna selection-verification algo-
rithms that are tailored to the knowledge available at the receiver
and attempt to achieve the performance of perfect selection ver-
ification. These fall into two categories: blind antenna-selection

6The metrics we developed also enable a general formulation based on a com-
binatorial optimization problem called the quadratic assignment problem (QAP)
[33], [34], which tries to find the permutation that minimizes a cost function of
the form min ey Y icz 2oz fijGutin(s), Where My is the set of all
possible permutations of the set Z = {1,2,..., L}. Therefore, efficient algo-
rithms developed for QAP can now be applied to our problem, as well.

TFor example, swapping the zeros and ones in the feedback codewords results
in a different signaling assignment with the same performance.



LI et al.: OPTIMAL SIGNALING AND SELECTION VERIFICATION FOR SINGLE TRANSMIT-ANTENNA SELECTION 785

verification, in which there is no additional side information
available at the receiver, and nonblind antenna-selection veri-
fication, in which additional side information is available.

A. Blind Antenna-Selection Verification

A blind antenna-selection verification receiver detects the
transmitted symbol as well as the antenna used to transmit it
from the received data only. In addition, the receiver also has
access to the a priori information of which antenna it asked
the transmitter to use. Therefore, the following detection rule
minimizes the SEP:

% = arg max {Pr(z|y, s, H)} = argmax {p(y|z, s, H)}
where the last step follows because all candidates of z are
equiprobable and are independent of s and H. The previous
equation can be simplified as

4 = arg max {z:p(yu;7 s', s, H) Pr(3’|s)} (30)

= arg max {Zp(ymhs')@ (d(u(S)w(S’)))} . (3D

Equation (30) follows from (29) because the feedback errors
are independent of the forward-link channel state. In (31), we
used the fact that given hy/, y is independent of s and H. We
shall refer to the receiver based on (31) as the blind optimal
symbol-level selection-verification receiver. Note that it con-
siders all the possible choices of transmit antennas, and does
not determine § as an intermediate step. Therefore, the verifi-
cation-related probabilities PE) and PM) | defined in (4) and
(5), respectively, are not applicable here.

The term p(y|z, hy ) in (31) is an exponential term, as it is
a Gaussian pdf. By using the approximation log(}, e*) =~
max;{a; }, (31) can be further simplified to?

{@; 8} =argmax {~|ly — hya|* +log @ (d (u(s), u(s"))) }

| (32)
where § is the transmit antenna assumed by the receiver for data
estimation. Taking the logarithm also avoids numerical overflow
and underflow problems. The receiver based on (32) shall be
called the blind suboptimal symbol-level selection-verification
receiver. The results show that the performance penalty due to
this approximation is extremely negligible. Therefore, we do not
distinguish between the two henceforth.

The number of possibilities to be considered by the antenna-
verification receiver in (31) and (32) is 4 N; because the QPSK
constellation consists of four symbols and the number of pos-
sible choices of transmit antennas is NV;. For ¢ < 1, this com-
plexity can be reduced by only searching over the most probable
set of s’. This set corresponds to antennas with codewords that
differ from the codeword 1(s) by only 1 bit. The number of pos-
sibilities then reduces to 4[log, N¢].

The selection-verification algorithm above is optimal only
if the channel changes from one symbol transmission to an-

8As the noise is assumed to have unit variance, the term ||y — h,,|? is not
multiplied with any scaling factor.

other. If the channel is block-fading and remains constant
over at least K > 1 transmissions, the antenna selection-ver-
ification performance can be improved by doing it on a
block-by-block basis. The optimal receiver now detects the

sequence {Z1, &a,...,2x} as follows:
{#1,22,- -+, T}
K
- e )| Pr(sls) b 33
arng}%l({;[il;[lp(y i, hyr) | Pr(s IS)} (33)

As before, (33) can be approximated by

max

{$17$27"'7$K;3} = arg
T1,,TK;S

K
x {— S llys — b2 + log @ (d (u(s)), u(S)))} e
i=1
We shall refer to the optimal and suboptimal receivers based on
(33) and (34), respectively, as blind block-level selection-ver-
ification receivers. While block-level selection verification
outperforms symbol-level selection verification, its complexity
grows exponentially with the block-fading length as the number
of possibilities is on the order of 4K N, . Therefore, block-level
selection verification quickly becomes impractical even for
moderate K.

B. Nonblind Antenna Selection-Verification Receiver

While optimal blind selection verification overcomes the cat-
astrophic error-floor limitation of no-selection verification, we
shall see that there is still a large performance gap compared
with perfect selection verification. In fact, the SEP performance
is now limited largely by P(¥) . Therefore, additional side infor-
mation is desirable to further reduce the selection-verification
error. It can be incorporated into the system by making the trans-
mitter transmit from the selected antenna a short pilot symbol
sequence before the data.

Let the antenna be selected once every K symbols, where K
is smaller than the block-fading duration. Transmission using
the selected antenna occurs in two phases: first K, symbols are
used for the pilot; then the remaining Ky = K — K, symbols
are used for data. We also assume that the transmit power can be
varied during the two phases. A fraction « of the total energy is
allocated to the pilot symbols, and the rest is allocated for data
symbols.

In the training phase, the transmitter sends a 1 x K, pilot
symbol vector x,,. The receiver receives

Y, =h.x, + W, (35)

where W, is the N, x K, zero-mean unit-variance AWCGN.
Since x,, is known by the receiver, the optimal rule for 5 is as
follows:

§ = argmax {Pr(s'|Y;, x,, s, H)} (36)
= argmax {p(Y, 5. ) Pr(sl)) G7)
— argmax (-1, ~ hox

Flog® (d(u(). u(s))}. (9
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TABLE I
BEST SIGNALING ASSIGNMENTS FOUND FOR N; = 8 AND N, = 16 FOR DIFFERENT ANTENNA TOPOLOGIES AND RECEIVER VERIFICATION METHODS

Antenna array | N Scenario Signaling assignment

4 No-selection verification (14,.yer) 4123
4 Perfect selection verification (1) 1342

ULA 8 No-selection verification (14 yer) 81632745
8 Perfect selection verification (£4,,) 84265137
16 No-selection verification (145 ver) 17981016215611512134143
16 | Perfect selection verification (1g5,,) | 1221 1614684213 119131575
4 Perfect selection verification (1ie,) 4312

UCA 4 No-selection verification ({4,.yer) 4321
8 Perfect selection verification (14,,) 16738524
8 No-selection verification (145, ver) 51267348

Here, (37) follows from Bayes’ rule, and Pr(s’|s,H,x,) =
Pr(s’|s) because the errors on the feedback channel are inde-
pendent of the forward channel H and x,. Equation (38) fol-
lows because p(Y,|x,, s, s, H) = p(Y,|x,, hy).

Once the receiver estimates §, it uses hy to detect the trans-
mitted data. Keeping in mind the complexity of blind selection
verification, it is assumed that the receiver does not use the data
signals to refine its selection estimate $. We will refer to the
receiver based on (38) as the nonblind optimal selection-verifi-
cation receiver.

VI. NUMERICAL RESULTS

In the numerical results that follow, the error rate of the feed-
back channel is € = 0.04. Unless mentioned otherwise, the re-
sults are for a ULA with A = 0.5, g9 = 30°, and 6y = 30°
(Gaussian angle spectrum). When results for a UCA are shown,
the UCA parameters are og = 10°, array wavelength-normal-
ized radius 2 = 4, and 0, = 30° (Laplacian angle spectrum).
The BSA is run using 100 initial signaling assignments.

A. Optimal Signaling Assignments

Table I lists the best signaling assignments that were found
using BSA for perfect selection verification and no-selection
verification for N; = 8 and N; = 16 for both the ULA and the
UCA antenna topologies. For N; = 8, a brute-force search over
the possible 40 320 assignments (for an SNR of 6 dB) confirmed
the results. For V; = 16, the total number of signaling assign-
ments for single-antenna selection balloons to 16! = 2.0923 x
103, which is well beyond the brute-force search capabilities
of many computers. In the table, the binary codeword 000 is de-
noted by 1, 001 by 2, and so on. Therefore, when we say that
the optimal signaling assignment for perfect selection verifica-
tion with Ny = 8is “84 26 51 3 7,” it means the receiver uses
codeword 111 (8) to signal transmit antenna 1, 011 (4) to signal
transmit antenna 2, and so on.? For perfect selection verification,
the optimized mapping turns out to be a Gray mapping, which
makes intuitive sense, since the nearest neighbor has the largest
correlation. However, not all of the possible Gray mappings are
optimal. For no-selection verification, the optimum mapping is
not a Gray mapping. For a UCA, a Gray mapping does not al-
ways exist. The symbols p§,, and p},, .., shall henceforth de-
note the best signaling assignments for perfect selection verifi-
cation and no-selection verification, respectively.

9The antennas are indexed in an anticlockwise manner in the UCA.

--no-selection- verificatiol

| signaling assignment optimized for no—selection verification N
| == signaling assignment optimized for perfect selection verification
10 T T n N N T

0 2 4 6 8 10 12 14
Y (dB)

Fig. 4. Average SEP for a ULA for different numbers of receive antennas when
the optimal signaling assignments are used with their respective perfect selec-
tion verification and no-selection verification receivers. Also shown is the degra-
dation when the signaling assignment optimized for perfect selection verifica-
tion is used with a no-selection verification receiver, and vice versa (N; = 8).

Fig. 4 compares the data SEP of signaling assignments fi5,,
and )., (see Table I), when they are used with the receivers
they were optimized for, i.e., perfect selection verification and
no-selection verification, respectively. Also shown is the case
when pf,, is used with a no-selection verification receiver, and
vice versa. It is interesting to note that the signaling assign-
ment /5,, optimized for perfect selection verification, performs
poorly when used with no-selection verification, and vice versa.
Not shown in the figure are the SEP curves for many other ran-
domly generated signaling assignments. These were found to lie
in between the two. Optimal signaling lowers the error floor for
no-selection verification, and improves the SNR by 1.5-2 dB
for perfect selection verification (which does not suffer from an
error floor). Increasing the number of receive antennas reduces
the SEP considerably for perfect selection verification; however,
its impact is minor for no-selection verification. The optimal sig-
naling assignments remain the same for all V,..

Fig. 5 looks at the UCA with Ny = 8 and N, = 1, and
compares the data SEP of the optimized signaling assignments
(see Table I) and some randomly selected assignments. The op-
timized assignment results in more than a 0.5 dB gain.
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No selection verification
Ne=4%)
e

- * - Signaling assignment optimized for perfect selection verification
1073}| - © - Signaling assignment [7 3582 4 6 1] ]
- & - Signaling assignment [1 38256 4 7]
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—A— Signaling assignment optimized for no—selection verification
—e— Signaling assignment [574 168 3 2]
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Fig.5. Average SEP for UCA when ) is used with perfect selection verifica-
tionand % _ .. is used with no-selection verification. Also shown is the higher
average SEP of three randomly generated signaling assignments. (N, = 8§,
N, = 1,and € = 4%).

B. Blind Symbol-Level Selection Verification

Fig. 6(a) compares the SEP performance of the blind optimal
symbol-level selection-verification receiver and the blind sub-
optimal symbol-level selection-verification receiver for the two
signaling assignments 45, and u},_ ... It can be seen that there
is no difference in SEP performance for these two receivers. For
blind symbol-level selection verification, py,_ .., Works better
at low SNR, while pJ,, works better at high SNR.

To understand the behavior of blind symbol-level selection
verification, Fig. 6(b) plots its P(¥) and P() using the sig-
naling assignment y*_ . It can be seen that P(¥) decreases as
the SNR increases and is always below the feedback codeword
error probability, which approximately equals elog,(N;) for
€ < 1. This implies that the performance of the selection-ver-
ification algorithm improves with the SNR. On the other hand,
P increases with the SNR. This is because at low SNR,
when blind selection verification is difficult, the optimal esti-
mate of the transmit antenna is often the one requested by the re-
ceiver. Athigh SNR, when the receiver can accurately determine
which transmit antenna was used, P*) reduces to the proba-
bility that s’ # s, which equals €log,(N;). Therefore, blind
suboptimal selection verification behaves like no-selection ver-
ification at low SNR and as perfect selection verification at high
SNR. Given that the signaling assignment optimized for one re-
ceiver is ill-suited for the other, the average SEP curves for the
two signaling assignments cross. Thus, for the blind selection
verification, the optimal signaling assignment depends on .

C. Blind Block-Level and Nonblind Selection Verification

Fig. 7 compares the average SEP of blind symbol-level and
block-level selection verification with nonblind selection verifi-
cation and the ideal perfect selection verification. The ULA has
N; = 8 transmit antennas with IV, = 1 receive antennas and
a block-fading duration of K = 20 symbols. The signaling as-
signment used is . for N; = 8 (see Table I). For block-level

selection verification, joint detection is over two symbols. Blind

SER

—— Optimal blind selection verification with u:/er

—e— Optimal blind selection verification with “;o—ver
--x-- Suboptimal blind selection verification with p,:/er

o -+ Suboptimal blind selection verification with u;o_ve -

5 10 15
Y (dB)

(a)

10 T T T T T T

P® ang pPM

——pM)

—x—p(®

o 2 4 6 8 10 12 14 16 18
v(dB)

(b)
Fig. 6. Average SEP, P(™) and P(¥) for blind symbol-level optimal and

suboptimal selection-verification receivers. Signaling assignment used is g,
(ULA, N, = 8,and N,. = 1. (a) Average SEP. (b) Py, and P using ;...

1073

a
w 102}
»

—— SEP for blind symbol-level optimal selection verification
10°8L —A— SEP for blind block-level selection verification, joint length=2 §
:| —— SEP for non-blind selection verification 8
| —— SEP for perfect selection verification
1 1 1 1 1 1
0 2 4 6 8 10 12 14

Y (dB)

Fig. 7. Comparison of blind and nonblind antenna selection-verification
methods. The signaling assignment used is p7,. (ULA, N, = 8, N, = 1,
K, = 1 symbol, and K = 20 symbols).

block-level selection verification results in a 3 dB gain in the av-
erage SEP curves over symbol-level selection verification. How-
ever, the blind methods just do not work nearly as well as perfect
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Fig. 8. Optimal amount of side-information. Performance of nonblind optimal
antenna selection verification for different data SNRs as a function of « (side-
information overhead) with p*__ as the signaling assignment (ULA, N, = 8,

ver

N, = 1,and K = 21 symbols).

selection verification. Side information is one way of bridging
this gap. Fig. 7 shows the SEP performance of a nonblind se-
lection verification method that uses one pilot symbol K, = 1
(which is followed by 19 data symbols). The powers for the pi-
lots and data are the same. Even with a small 5% pilot symbol
overhead, nonblind selection verification comes close to perfect
selection verification.

1) Optimal Side Information Overhead: More symbols or
more energy can be allocated to the pilot to improve the se-
lection-verification accuracy. However, increasing the number
of pilot symbols reduces the transmission time for data and re-
duces the net transmission rate. Equivalently, for a fixed total
energy budget and a fixed number of pilot symbols, increasing
the energy for pilots reduces the energy available for data trans-
mission, and increases the SEP.

Fig. 8 analyzes this tradeoff between side-information over-
head and selection verification accuracy. The SEP with nonblind
antenna selection verification is plotted for different o and at dif-
ferent SNRs. The parameters assumed are N; = 8 and N, = 1,
with K = 21 and K, = 1. As before, the signaling assignment
[tse, 18 used. The key conclusion is that an optimal tradeoff does
exist, and the optimal value of the side information overhead, «,
is insensitive to the SNR.

VII. CONCLUSIONS

The feedback signaling design matters when the feedback
channel used by the receiver to inform the transmitter about
which antennas to use is error-prone. For a system that selects
one antenna for transmission and uses QPSK modulation, we
developed and justified approximate closed-form expressions
(metrics) for the average SEP of data with an arbitrary number of
receive antennas. The metrics depend on whether no-selection
verification or perfect selection verification is used. These were
used to systematically find the optimal signaling assignments
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using the binary switching algorithm. The optimal signaling as-
signments do not depend on the feedback error probability if it
is small, and are independent of the number of receive antennas.

An equally important problem is how the receiver allows for
the possibility of feedback errors when it decodes the received
data signal. We developed symbol-level and block-level, op-
timal and suboptimal, blind and nonblind selection-verification
methods. The performance gap between blind selection verifica-
tion and perfect selection verification is quite large, suggesting
that nonblind selection, which uses additional side information,
e.g., from pilots embedded in the data, is essential in practical
implementations of TAS. The optimal amount of side-informa-
tion overhead was found to be independent of the forward-link
SNR.

The feedback signaling problem naturally arises even in a
more general set up in which a subset of antennas is selected, and
spatial multiplexing or spatial diversity techniques are used in
conjunction with higher order modulation and coding. The key
issue then becomes one of deriving appropriate optimization-
friendly closed-form approximations (or exact solutions) to the
resultant SEP. The optimization framework developed in this
paper and the selection-verification methods can then be applied
directly to handle this.
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