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Abstract

We describe a prototype video presentation system that presents a video in a manner consistent
with the video’s content. Our prototype takes advantage of the physically large display and
pixel space that current high-definition displays and multi-monitor systems offer by rendering
the frames of the video into various regions of the display surface. The structure of the video
informs the animation, size, and the position of these regions. Additionally, previously displayed
frames are often allowed to remain on-screen and are filtered over time. Our prototype presents
a video in a manner that not only preserves the continuity of the story, but also supports the
structure of the video; thus, the content of the video is reflected in its presentation, arguably
enhancing the viewing experience.
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ABSTRACT

We describe a prototype video presentation systetnpresents a
video in a manner consistent with the video’s cohteOur
prototype takes advantage of the physically laigpldy and pixel
space that current high-definition displays and tambnitor
systems offer by rendering the frames of the vid#o various
regions of the display surface. The structure efutldeo informs
the animation, size, and the position of these oregi
Additionally, previously displayed frames are oftalowed to
remain on-screen and are filtered over time. Ourtgbype
presents a video in a manner that not only presehe continuity
of the story, but also supports the structure efitideo; thus, the
content of the video is reflected in its presentatiarguably
enhancing the viewing experience.
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1. INTRODUCTION

Despite the large number of hours that a typicabqe spends
watching television and videos each year, littleesrch exists
within the CHI literature on improving and understang video

consumption, with some notable exceptions [1][@]crdcent years,
personal video recorders, peer-to-peer file sharamgl portable
video devices have begun to change the way thasucoers

interact with digital video. While televisions, peotors, and
computer monitors have become physically larger eamghble of
displaying an increased number of pixels, the mammevhich

videos are displayed on these surfaces has remdimedame.
When creating new content for these devices, creatn choose
to take advantage of these high-resolution displéymvever,

videos originally produced for smaller displays am@ply scaled

up to fill larger displays. Little is done to takdvantage of a large
display surface or a multi-display device. For eglama high-

definition computer monitor, with a resolution 060 x 1200

pixels, displays a standard definition televisiagnal, with a

resolution of 640 x 480 pixels, by simply scalinigetlow-

resolution video to fill the high-resolution displa
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Typically, each frame of a video is displayed iraqd of and
covers the entirety of the previous frame. One mgsion that
conventional video players make is that they showider display
more than one frame from the same video at anytone. A
similar assumption is that they never display thees frame from
a video in multiple locations on the screen duriplgyback.
Finally, they never move the presented contentratdhe large
display space.

Our proof of concept prototype is an exampleCointent Aware
Video Presentatianit converts an input video to an output video
with the aim of challenging the above assumptiobsua video
playback for the purpose of improving the experéend/e take
advantage of the increased pixel and physical sizdarge
displays that modern computers and high-definitielevisions
have to offer. The input video can be thought ofaaseries of
frames that are normally displayed sequentiallye dhtput video
is the same series of frames that have been scatatkd, filtered,
and displayed in parallel on different regionsh tlisplay(s) in a
manner that not only preserves the continuity efdtory, but also
supports the structure of the video.

The manner in which the frames are selected, thgtheof the
frames, and the treatment of previously displayathés are based
on the structure of the input video. We determhme structure by
using a variety of known techniques from the fietdssideo and
image processing in conjunction with a new method scene
detection to find the relationship between shdtg, ¢tontent of
individual shots, and camera motion. By displayihg frames of
a video in this manner, the context of the videoeffected in its
presentation, and the viewing experience is arguatithanced.

We look toward other media, such as music and Vists, which
have both accepted the presentation of another'sk wo
alternative forms, as a justification for our pityfme. The
techniques described in this paper are neededpiorexthis new
style of video presentation and to determine ifhsatternative
video presentation methods are desirable for hégllation
displays and non-traditional consumption of videatent.

|

Figure 1. A frame from a Content Aware Video. The arrent
shot is displayed in the foreground while the finaframesfrom
previous shots remain in the background (courtesyfdNASA).



2. RELATED WORK

Several attempts at improving the consumer’s vigvérperience
through understanding the characteristics of tldeawihave been
explored.

Boreczky et al. [1] presented a technique for surizimgy video

that extracted keyframes from the video and sctiede images
according to their importance. The differently-sizenages were
then packed together in a comic-book like layouewérs were
presented with a graphical overview of the videal aould

navigate to an interesting part by clicking on &myframe in the
layout. While participants in a study were not abldind specific

parts in a video faster using this layout than whiemg other
summarization methods, participants did expressetegence for
the comic-book like technique.

Philips recently introduced “Ambient Light Techngid
(Ambilight) for televisions. Ambilight illuminatethe wall behind
the television with backlight, and adjusts the btigess and color
of this light based on the qualities of the framarently being
displayed on the television. Philips claims thas thacklighting
aids the visual perception system and enables tingah eye to
perceive more picture detail, contrast, and coBy.filling the
periphery of the viewer's vision with content, tdesigners of
Ambilight hope to create a more immersive viewingerience.

Mitsubishi Electric recently released a DVD Recorf@] that

provides a "highlight playback" feature for spogtirevents.
Highlights are extracted from the video during meldog by

analyzing the audio channel and looking for a ctteréstic

mixture of cheering and the commentator's excifgeksh. Each
second of the program is assigned an importancs, lend the
interface enables the user to set an importanastibtd so only
the portions of the program that exceed the thidshe played.
The length of the summary corresponding to the aehoif

threshold is displayed, and the user can choossieed summary
length by moving the threshold up or down as needed

Whittenburg et al. [15] presented an interface tis&d rapid serial
visual presentation of the individual frames fromrecorded
program to support fast-forwarding and rewindingtiyh video.

Using this technique, the frames from the videopaesented in a
3D trail leading away from the viewer, and upcomishot

changes are clearly visible when looking at thi. By seeing the
location of these changes and some of the detaits fipcoming
frames, a viewer is better able to rapidly traveicsea desired
location in the video.

Shamma et al describe an interesting use of theedloaptioning
included in a television broadcast [11]. In theiultidisplay
environment, while a video is being displayed or timain
monitor, a background process is decoding the diasgtioning
stream from the input video and using the words tthe viewer is
listening to as query terms for image searchinge Tésults of
these searches are displayed on the surroundingargrand the
viewer is thus presented with a carousel of auwyilimaterial
related to the video. These images provide corftaxthe main
program.

Fan et al [5] describe their approach to viewindea clips on
limited resolution small screen devices. In oneseserthey are
addressing the opposite problem that we are. Thatgct the
saliency of different objects in a frame of theegdby measuring
the local contrast. Once the interesting objectsidentified, the
player can zoom into that region of the video, wifg for an
optimal use of the limited display space.

Many steps in our technique rely upon related wiorkvideo
analysis, image comparison, and camera motion sdaartion.
We will describe this work in the following sect®ras we
describe the steps in our technique.

3. SYSTEM OVERVIEW

Figure 2 shows a high-level overview of our contaware video

presentation prototype. The input to this systei video and the
output is a converted video. The output video hessalution and
aspect ratio that fills the entire high-resolutdisplay space of the
computer monitor(s) or television on which the wvds to be

viewed.
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Figure 2. System overview. First, the structure othe video is
found. Second, a new video is rendered from the fraes of the
original video and the structure.

This conversion has two high-level stages. In ih& Btage, we
analyze the video to determine its structure (shaiindaries,
related shots, scenes, camera motion, etc.). Isgbend stage, we
use this structure to render a new output frameefch input
frame in the original video.

For the purpose of describing our technique, wé @gmmonly
refer to a video that includes a scene in which people are
talking to one another (a very common scene in osjle
Conventionally, shots in this type of scene alt®¥nbetween
close-ups of the two individuals with occasionakisew shots
showing both actors. The scene may begin with adation shot
showing the location in which the conversation leetwthese two
characters is taking place. Our prototype conviits alternating
sequence of shots into a video in which both actersain on
screen for the entirety of the scene.

This two-person conversation is just one of the ynanene

structures that occur repeatedly across differadeos, and a
detailed description of the many other common ¢imes one
observes across videos is outside the scope opaipisr. We hope
that the reader will see how the specific instartzscribed in this
paper can generalize to many types of scenes wathyrdifferent

patterns of shots.

4. STAGE 1 -VIDEO STRUCTURE

Video is often described as having a four tier dniehical
structure, as shown in Figure 3. A video is comgdosEone or
more scenes, each of which includes one or mo@ssheach of
which includes one or more frames. A ‘shot’ isegence of
frames taken by a single camera over a continuetisegof time.
The shots are separated by shot boundaries.

Figure 4 shows an overview of how we determinesthecture of
the input video. We use a variety of previously wnaechniques
in our system from the field of video analysis tetafmine this
structure. The video is first segmented into shgtdetecting shot
boundaries. Each shot is compared to previous shdte video
to detect sets of visually similar shots, for exéanp series of
shots of the same person or object. Similar shetcambined to



form shot ‘chains’. Chains that overlap in time ammbined to
create scenes. In a side step, camera motion, vidiiphesent in
many but not all shots, is estimated from the nmotiectors of the
video. In this section, we will describe each @b steps of Stage
1 in detail.

Video
Scene Scene
[ lI 1 l—l_l
Shot|f Shot || Shot [[Shot|| Shot
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Frames
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Figure 3. The four tier hierarchical structure of video. The

entire video (top) is composed of a series of nowarlapping

scenes, each of which is a series of camera shuihjch are
each composed of a series of individual frames.
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Figure 4. Overview of Stage 1, in which the structe of the
video is detected. The shots are detected in thepint video,
and then these shots are compared to one anotherfind
chains of visually similar shots, which are then ambined into
scenes. Separately, the camera motion is recoveried each
frame of the video.

4.1 Shot Detection

A shot is defined as a continuous series of fracaggured by one
camera in a single continuous action in time aratepA number
of processes are known for segmenting videos itotss by

detecting shot boundaries. The methods can be basemblor-

histogram comparison, pixel differences, encodedraidocks,

and changes in detected edges between conseauatives.

Lienhart [7] provides an excellent overview and pamson of
several shot boundary detection techniques. Calmtdal [3]

compared several shot detection techniques basedotor-

histogram comparison. These techniques are sitoilane another
in that they all create a histogram for two consgeuframes in
the video, and then compare these histograms $simdilarity.

Another promising new method for detecting shotrataries in a
video is presented by Cernekova et. al [4]. Thethhique uses
the joint entropy between frames to detect cutie-fas and fade-
outs. They presented an experiment in which tleeintique more
accurately differentiate fades from cuts, pansedbpr camera
motion and other types of video scene transititias tpreviously
known techniques.

All of these processes are similar in that they para adjacent
frames to detect when there is a significant diffice between the
frames that is indicative of a shot boundary. Aaghnique, or
combination of techniques, that produces a lisshudts from an
input video is compatible with our system.

Our prototype system uses a modified color-histmgcamparison
algorithm. We first construct a color histogram &ach frame of
the input video. Each histogram has 256 bins fehd&GB color
component. We compare the histograms of adjacames as
follows.

For each of the three color components, we sumathsolute
differences between the values for each correspgrehir of bins
giving us total differences for red, green, andebhetween two
frames. Each of the three total differences is amexqb with the
average difference for the respective color for pinevious five
pairs of frames. If the difference for any of theee colors is
greater than a predetermined threshold value tithesaverage
difference for that color, then a shot boundarydétected. To
handle errors in an encoded video, shots that decfewer than
five frames are combined with the following shoheTinput of
this step is the frames of the input video; thepatis a list of
shots.

It is worth repeating that our method of shot ditecis not
presented as a novel contribution to the field,rbtlter as a means
toward an end. Any technigque that produces a listsluot
boundaries within an input video is compatible watlr prototype.

4.2 Scene Detection

While a list of shots is a good first step in ursfending the
structure of a video, this list does not provideowgh
understanding for content aware playback. It isifase have
divided all of the words in a book into paragrapibgt have not
yet divided these paragraphs into chapters. Furamalysis is
needed.

A scene, as in our example scene of two charattékimg, is
typically a contiguous sequence of shots that egecélly related
according to their content. Scene detection withisheos is an
active area of research. Yeung et al [16] introdunet only a
pioneering piece of scene segmentation work, tag almeans to
visualize a video's structure. Zhao, et al [17]sam® an overview
of the two major approaches for grouping shots tteggeinto
scenes. The first approach looks at the boundarghots and
labels a shot boundary as a scene boundary ifitualvand aural
content change simultaneously. Lu, et al [8] presgnscene
detection technique that measures the continuityisafal, aural,
and textual (closed captioning) elements in a videa labels a
shot boundary as a scene boundary when these aitiesndrop.
The second approach compares the similarity betwsenshots
by looking at the similarity of the shots’ frames a whole.
Variations of this approach use different frame iksirity
measurements similar to the frame comparison nsettéscribed
in the previous section.

While many methods for scene detection exist inliteeature, the
uses of scene detection are less varied. For th& purt, the
output of a scene detection algorithm is used falexing and
summarization. Because our technique uses sceunetwstr for
playback, our needs are different. We need to mbf gain an
understanding of scene segmentation, but also derstanding of
the relationships among the shots within a scene.n&ed an
understanding of the chains of related shots tiet evithin a
single scene.
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Figure 5. This figure shows a series of shots thative been grouped together into two overlapping clias of shots. The width of a

shot is indicative of its length. One chain is abbf the similar shots

of one character talking, andhe other chain is all of the shots of

another character talking. Because these chains al&p in time, they are grouped together into a scemfor the output video.

Our prototype uses a two step approach to scemetaet. In the
first step, we find chains of related shots witttie video. In the
second step, we combine these chains into scenes.

4.2.1 Step 1 - Finding “Chains” of Related Shots
For comparing the similarity of shots, our protayagain uses
color histograms. We compare the first frame inuarent shot
with the last five frames of each of the previoivg fshots in the
manner described in the ‘Shot Detection’ sectiortho paper,
only using a more relaxed threshold. If a shot hggiith a frame
that is visually similar to the last five frames @fprevious shot,
then the shots are likely to be of the same pewmonbject. A
chain of shots is created whenever two or moressa@ found to
be visually similar. Chains can include many shaigl the similar
shots in a chain do not need to be contiguousia.ti

Any technique or combination of techniques thatdpre a chain
of visually similar shots that are located reldfjvelose together
in time is compatible with our technique.

4.2.2 Step 2 - Combining Chains into Scenes
Figure 5 shows a series of shots in a video, wiiakie been
grouped into chains as described in the previogtose In this
example, there are two chains, A and B. One chaialli the
similar shots of one character talking, and thesptthain is of all
of the similar shots of another character talkiBgcause these
chains overlap in time, we group them together inszene for the
output video.

Figure 6 shows a more complex example. In thisrigwe see a
series of shots, containing six chains, two andr foli which
overlap into two scenes.

Of course, not every shot is part of a chain, aedrefer to these
shots as orphans. Orphans that lie between thaficslast shot of
a scene and are not included in a chain are adu&dat scene
(Figure 6, left). This shot is visually unrelated to its close
neighbors, and is often an overview shot of the agrounding

Scene 1 Scene 2

the action taking place or a shot of both the stitgéchain A and
B. Orphans that are surrounded on either side widtene are
added to the trailing scene (Figureight). In our experience, this
type of orphan shot is almost always a foundatioot,sin which
the director tells the audience where the scenakiag place. In
this case, the orphan may be a shot of the outdittes building in
which the conversation between A and B is abowotctour.

4.2.3 Handling Errors in Scene Detection

It is worth noting that errors in scene segmentataye less
problematic for our task than for traditional scesegmentation
tasks such as indexing and summarization. A sumriieaty cuts
off the last shot of a scene will leave the viewendering about
the resolution of the story; on the other hand,abee our
technique is intended for playback, the result ofisplaced scene
boundary is simply a less-than-ideal layout of shets within the
scene; in fact, when testing our prototype with reisesuch
segmentation errors often passed unnoticed as rgetvecame
engrossed in the story. Our method for scene deteds
motivated by our use of scene detection and oud riee the
chaining of similar shots within a scene. A comgami between
the performance of our method of scene detectioth @ihmer
methods is outside of the scope of this paper.

4.3 Estimating Camera Motion

Estimating camera motion with video analysis isthap active
research area. Videos encoded according the MPBGdat
include motion vectors in B-frames and P-frames, amumber of
techniques are known for estimating camera moti@mfthe
motion vectors.

Jones et al [6] describe a technique for stitchiogether the
frames from a video into a single mosaic imagahéappendix of
this work, the authors detail how they reconstaarnera panning
and zooming through calculating the average ofnallion vectors
from the macro blocks within each frame of an MPE=0. Pilu
describes a camera motion reconstruction techrjitiein which
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Figure 6. This figure shows the structure of two senes. The scene on the left contains two overlapgichains of shots. The orphan

shot in the middle of these two chains is added the scene. The
shot in the middle of these chains is added to tlseene, and the

scene on the right contains four alepping chains. The orphan
orphan shot that lies in-between the two scenes (which is most

likely a foundation shot) is added to the scene dhe right.



he first weights the motion vectors of each madarlb by their
reliability in predicting motion and then fits tHidtered motion
vector field to common velocity fields for commoransera
movements. Both of these techniques are appeaiirtbat they
effectively piggyback on an already occurring psse(the
presence of motion vectors for the purpose of vickempression)
to provide a computationally inexpensive meansecbnstructing
camera motion. Other techniques for estimating camevement
include feature based tracking [10] and opticaif[d@2].

Our prototype parses motion vector data directynfrthe input
video, which is encoded according to the MPEG-hdaad. For
each frame in a shot, the variance for the X-Y bptis

determined for all of the motion vectors. If theigace is below a
predetermined threshold, then the average motioralfomotion

vectors is recorded. In other words, if the mosttled motion

vectors for a single frame are all more or lessig in the same
direction, then we assume that the camera is mowinghe

opposite direction and we record the motion. If tlegiance is
above the threshold, then we record a vector oftlerzero.

Currently, our prototype only handles camera pamniput others
have reconstructed zooming and rotation and thectien of these
types of camera movement are left for future work.

In this manner, we produce an average motion vedtmr each
frame in the video. These camera paths are used wherender
the converted video in the second stage.

5. STAGE 2 - RENDERING NEW FRAMES
Figure 7 shows an overview of Stage 2, in which mehnique
generates the new frames of the output video. patifor this
stage is the original input video and the chainspss, and camera
paths from Stage 1. In this second stage, for eseene in the
input video, a new scene of equal length is rertidemally, these
scenes are combined along with the audio tracks fitee input
video into the output video.

5.1 Templates for Frame Layout

For each scene in the list of scenes, we comparettiicture of
that scene to predetermined templates in orderelectsa most
appropriate rendering for the frames of that sc@&yestructure,
we mean the number and pattern of chains in theescthe
presence of shots in the scene not included iraen¢cthe length of
the chains, and the amount of overlap of the chafirmsscene. The
templates are ranked based on how closely the diaistics of
the scene match an ideal scene represented beriate. Our
prototype then uses the template that most clos®iches the
scene to render a new image for each frame irstieate.

As shown in Figure 8, each template initially gextes a blank
image that is the size and has the aspect ratithefhigh-

resolution display on which the output video will biewed. Then,
the first frame from the input video is renderetbia region of the
blank image, perhaps filling the entire image. Tinmge is then
saved as the first frame of the new scene in tmyexted video.
While there are frames remaining in the input sceghe next
frame from the input video is rendered into a negion of the
image. The region that this next frame is drawo imay or may
not overlap the previous region, and the previouage may or
may not be cleared of content.

Template || Camera || [npyt |[Output
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Figure 7. Overview of Stage 2, in which a new framis
rendered for each frame of the input video. For edtscene in
the input video, the structure of that scene is copared to a
list of templates. The best matching template therenders a
converted scene using the frames from the originaideo, and
optionally the recovered camera motion. Finally, tese scenes
are combined into the output video.

As shown in Figure 9, the example scene includesdaracters
talking to one another. In the original video, si®ts alternate
sequentially between the two characters as theakspéth no one
shot showing both people. The template for rendetitis scene
renders each frame from the first chain into aaegin the left
side of the screen, and each frame from the secbath into a
region on the right side of the screen.

The result is a sequence of images in which theénigicharacters
appear on the left and right side of the imagesifguplayback, a
viewer of this sequence of images alternately shesactively

talking character in either the left or the rigagion, and the non-
speaking character displayed as a still frame edther region.
The still frame corresponds to the last frame ef shot in which

that character is talking.

Some templates filter the previous frame from thipot video
before drawing the current frame. In a variatiornthaf two-person
conversation example, the still frame on the ricdm slowly fade

Figure 9. The top row shows the first frame from fie consecutive shots in the original input video. e bottom row shows five
rendered frames from the output video. The framesrbm the five shots above are painted into either tleft or the right region of
the screen. The final frame of the previous shot reains frozen on screen on the opposite sit



Figure 10. The top row shows four frames from theifst shot in this scene followed by the first framdrom the second shot in this
scene. The dotted line indicates the shot boundahetween these two shots. The bottom row shows theimating region of the
screen that the template rendered the original fraras into. The effect presented in the converted oupvideo is that the shot
begins playing back full screen, and then slowly amates to fill only the left region of the screenThe second shot is then displayed
in the right region of the screen, and the final fame from the first shot remains frozen on the left.

to black while the active shots on the left conéisuuntil the still
frame on the right becomes an active shot agaid, the left
region shows a slowly fading still frame.

Next Frame Filter
from Input Video Image
v v 1
Paint Next Save to
Blank Image [»] Frame into Output
Region Video
New Frame _J

Figure 8. Templates recursively paint frames fromMe input
video into regions of the output video. The backgnand of
these new frames is the previous frame from the opuit video,
which may be filtered.

In addition to a simple fade, any number of conieral image
filtering techniques can be used. Still frames retuce their color
saturation over time, i.e., change into a black-ahite image, or
can be blurred, pixilated, or converted to a sé&pi.

Some templates are designed to animate regionsieofotitput
images into which frames from the input video aemdered.

Figure 10 bottom row shows five consecutive output images

generated by the template. The template used tterehis scene
renders each frame from this shot into an animatéggon. Note
that the regions vary in size and location to gikie effect of

animation. In addition to varying the size and tama of the

region over time, templates could distort, rotated/or reflect the
original video frames.

As shown in Figure 11, a template can animate #ggon into

which frames are painted according to the storedeca motion
described in the previous section of this papethimexample, the
camera pans from left to right across the scemevteal a boat that
is originally off-camera, right. Therefore, the i@y into which
frames from the input video are rendered movessadtte screen,
animating according to the camera path. The readerecall that
each frame of the shot has a 2D vector associatitiul e
movement, in pixel units. Each frame in the sharasslated by
the summation of all the vectors up to an includimat frame, and
then all of these translated frames are combingal énsingle
image. A scale factor is then computed by examiring ratio
between the size of the composite image and tleeadithe output
video. This scale factor is then applied to thev@tors and used
to resize the input frames as they are render@dantanimating
region of the output video. In this way, as muchhaf area of the
output video is used as possible.

5.2 Creating the Output Video

After a template is matched to each scene in theativideo and a
new output frame is rendered for each frame irirthat video, the
rendered images are arranged sequentially and edaortording
to the MPEG-2 standard to produce the output vid@aor

prototype then copies the unchanged audio traak fifee input
video. The output video is now ready for playbacktbe high-
resolution computer monitor, high-definition telgiain, or multi-

monitor system using a conventional video playkdekice.

6. LAYOUT DESIGN GUIDELINES

In building example templates, we have come up siheral
guidelines to follow when designing new templatasidyout.

6.1.1 Time is constant

The first constraint on template design is thatitipeit and output
scenes must be equal in length. Cutting piecebtite original
video may drastically affect the story. Speeding arpslowing
down portions of a video may be desirable in soituatsons, but

Figure 11. This row shows five frames from the outpt video. The original five frames were taken froma shot in which the camera
panned across a large room to reveal a boat on thight. The template charged with rendering this scee used the recovered
camera motion for this shot to inform the animationof the region into which these frames were painted he effect in the converted
output video is that the content of the shot (thearge room) is remaining stationary and that the anminating frame is providing a
keyhole like view into the room. In the backgroundwe see the final frame of the previous shot fading black.



we did not see a clear mapping between scene wteuahd story
pacing. Changing the speed of playback also malkesatidio
track less recognizable. One exception to thisegirid that works
well in some situations is shot repetition. A teatpl that
recognizes an important shot may present it meltifnes in
succession, perhaps altering the size or scatleedfames.

6.1.2 Current frame is shown in entirety

An early template that we designed animated a fbot an off-

screen location, which ended up hiding an importeature of the
shot from the viewer. Similarly, another early tdatp presented
shots in such as way that they sometime appeareikliya
occluded by a previous shot shown in another lonatin the
screen. These observations led us to the guidéhag while a
template may scale or filter the current frame, ¢hérety of the
current frame is always visible in some regionhaf creen.

6.1.3 Never show frames ahead of the current time
Many templates leave frames from previous shotscoeen, often
to create a background content for the currentpldyed shot.
When we experimented with showing frames from upgogm
shots along with the current shot, we began toatéothe cause-
and-effect relationship between sequential shdtewshg effect

before cause was extremely disorienting in manggdalthough
oddly intriguing in a few cases). This observatled us to the
guideline that templates should never show framas Lipcoming

shots, only from previous ones or the current one.

7. Future Work

A better understanding of the variety of scenecstmes that occur
in commercial programming is needed to generate aem
complete list of templates. Our prototype was desigwith the

adding of templates in mind — and we plan on addimye

templates to translate different types of scenesairtontent
appropriate manner. Analysis of the contents of ftemes

themselves can be useful in informing frame layduat.this

section, we lay out a means by which the framekiwia scene
can aid in frame layout in the converted video.

7.1.1 Gaze Direction Detection

Layout templates could use a gaze direction detegirocess on
the frames in each of the chains. A number of tegles are
known for estimating gaze direction of faces ingas[13]. Such
a process would recognizes that the woman in Figusefacing to
the right and that the man in Figure 7 is facinghe left. The
frames in the chains can then be combined so thattivo

characters appear to face one another.

The gaze direction of characters can also inforensystem as to
the “angle” of the shot. By “angle” we mean theatinship
between the viewer and the characters, a relatipribht tells us
something about the intent of the content creadrigh-angle”
shot is one in which the camera is above the eyal-lef the
subject. The consequence of this point of vieviné the character
appears small and weak. A “low-angle” shot has dpeosite
effect. By pointing the camera up at the charadtex, character
appears powerful and large. A template that colaldsify shots as
high, neutral, or low-angle shots could use thi®rmation to
present shots accordingly — growing low-angle shotsill the
screen, thus enhancing certain characters’ powepegsence and
shrinking high-angle shots to amplify other chagegtweakness.

7.1.2 Face Detection and Recognition
Robust face recognition would greatly aid in thedfhg of chains
of related shots. Knowing that a specific charatepresent in

nearby shots would suggest that the shots areqgbatte same
scene. Unfortunately, robust face recognition isopan research
area without established techniques that work wellvarious

lighting conditions. Advancements in face recogmitishould

complement our prototype as they arise.

While robustly recognizing specific faces is analmed problem,
techniques exist that provide robust face detecfiot]. These
techniques do not provide information about whprissent in the
frame; however, they do provide information abdw presence
or absence of faces, as well as the number of faoeshe relative
size of these faces within the image. Knowing thmber of faces
in a shot could help in the layout of a scene. &@mple, a scene
containing three chains of shots, two of which hane face and
one of which has two faces probably contains a ersation
between two people. The chains with one face arseelips of the
two people, and the chain with two faces is an weer shot of
the two characters together. A template recognitimg pattern
could render the close-up shots of the left andritte side of the
screen, and render the overview shots in the middle

Knowing size of faces within the frames of a shotld be very
helpful in informing a template as to the “length”the shot. By
“length” we are not referring to the duration olaot, but rather
the length of camera lens, which relates to therdepfocus. A
very small face would indicate a “long” shot, ome which a
character is shown in relation to their surrounding face that
fills are large portion of the screen would indeat “short” or
“close-up” shot. Since a close-up is used to shiev fihysical
details of the actor’s face, and gain an understgndf how the
character feels or to clarify an action, templatesild want to
render this type of shot into a large region tcspree this detail.

The ordering of shot lengths could also inform tagout. For
example, a medium or long shot that is followedabglose-up is
probably a two shot sequence meant to first sh@ctmtext of a
person, and then show the details. A template r@zogy such a
structure would want to render the medium or lomgt $nto a full
screen region, and then leave the final frame isfghot on screen
as it renders the close-up into an overlappingoregf the display.

7.1.3 File Format

A variation of our prototype could generate an XMle rather
than a second video file. A modified player appglmawould read
from the original video file as well as this XMUdi which would
include the region on screen into which the curfestne would
be painted as well as descriptions of any filtetimgt should take
place during each frame of the video. This variatieould have
the benefit of requiring much less disk space; h@areplayback
would become a more computationally expensive dioera

7.1.4 Audio Structure

All of the structure that our prototype uses tami the layout of
frames comes from examining the video track of tmiginal

video. The audio track(s) and closed-captioning aopied
unchanged to the converted video and are not us@ddrm the
structure. Certainly, a more sophisticated versibour prototype
would examine the audio tracks for content awaesgmtation.

8. EARLY REACTIONS

We cannot conclude a paper on a new method forovide
presentation without some discussion of the questiowhether

or not such a presentation is desirable. To begswaring this
question, we have presented several videos gedekateour
prototype to many coworkers, colleagues, guestsowf lab,
television manufacturers, and members of the contesation



industry. Reactions have been mixed, but almostyene seems
to have a strong opinion, either enthusiastic @asy.

The most common positive adjective has been “fudéveral
people mentioned that this type of presentatiorhiriige a way to
enjoy previously-viewed programming in a new waevé&al
viewers have stated that viewing a video in a odntewvare
manner makes video watching a more active expeziascthey
follow the sequence of scenes around the screem.t@lbvision
manufacturers that we spoke with recognized thiscimse level of
activity, and expressed concern that their custsnmeight not
want to maintain a high-level of mental activity evhwatching
videos. There was a concern that context awareovpdayback
“could wear the viewer out” by “over engaging them.

Not too surprisingly, the members of the conteefition industry
expressed uneasiness with the idea of presentioitp@mperson’s
work in an alternative fashion. When questioned uabtheir
uneasiness, the most common source was the feblmghe time
and effort put into the original by the director dan
cinematographer were being disregarded by alterihg
presentation of the video. In our defense, we lmkther media
and the means in which people derive art from offeaple’s art.
With visual art, we see an analogy between ouropypé and the
art of collage. A collage draws upon a multitude psévious
pieces and combines parts into something new. Whéeviewer
may recognize the source of the pieces within &gel he never
confuses the pieces with the original. Similarlysical pieces are
often covered by other artists, and even sampikelred, looped,
and remixed to create derivative work.

9. CONCLUSION

We have presented a prototype video presentatistersythat
presents a video in a manner consistent with tdeos structure.
By reconstructing scene structure through shotctiete and shot
comparison, we take advantage of the large display pixel
space that current high-definition computer momitoand
televisions provide by displaying shots from thdea in various
locations on the display. By reflecting the contehthe video in
its presentation, we hope to add to the viewingeerpce.
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