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Abstract

Contention-based multiple access is a crucial component in many wireless systems. It is known
that using interference cancellation techniques to receive and decode multiple packets that ar-
rive simultaneously can improve the efficiency of multiple access. However, such multi-packet
reception (MPR) schemes proposed in the literature require complex receivers capable of per-
forming advanced signal processing over significant amounts of soft undecodable information
received over multiple contention steps. In this paper, we show that local channel knowledge
and elementary received signal strength measurements, which are made by many receivers to-
day, can actively facilitate multipacket reception and even simple algorithm called Turbo-Dual
Power Multiple Access (Turbo-DPMA) that uses local channel knowledge to limit the receive
power levels to two discrete values that are carefully chosen to facilitate successive interference
cancellation. As we shall see, limiting the receive power in such a manner not only facilitates the
simultaneous reception of up to two packets, but it also enables the receiver to derive additional
useful information about the contending users from its received signal strength indicator. The re-
sulting receiver structure is markedly simpler, as it needs to process only the immediate received
signal, without having to store and process signals received previously. Even more remarkably,
the Turbo-DPMA is stable for packet arrival rates as high as 0.793 packets/slot, which is better
than all the contention algorithms known to date.
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Abstract—Contention-based multiple access is a crucial compo-
nent in many wireless systems. It is known that using interference
cancellation techniques to receive and decode multiple packets
that arrive simultaneously can improve the efficiency of multiple
access. However, such multi-packet reception (MPR) schemes
proposed in the literature require complex receivers capable of
performing advanced signal processing over significant amounts
of soft undecodable information received over multiple contention
steps. In this paper, we show that local channel knowledge and
elementary received signal strength measurements, which are
made by many receivers today, can actively facilitate multi-
packet reception and even simplify the interference canceling
receiver’s design. We introduce a simple algorithm called Turbo-
Dual Power Multiple Access (Turbo-DPMA) that uses local
channel knowledge to limit the receive power levels to two
discrete values that are carefully chosen to facilitate successive
interference cancellation. As we shall see, limiting the receive
power in such a manner not only facilitates the simultaneous
reception of up to two packets, but it also enables the receiver
to derive additional useful information about the contending
users from its received signal strength indicator. The resulting
receiver structure is markedly simpler, as it needs to process
only the immediate received signal, without having to store and
process signals received previously. Even more remarkably, the
Turbo-DPMA is stable for packet arrival rates as high as 0.793
packets/slot, which is better than all the contention algorithms
known to date.

I. I NTRODUCTION

Multiple access (MA) of nodes contending for a shared
medium such as a wireless channel is a fundamental problem
in wireless communications [1], [2]. The first, and best known,
contention-based algorithm is the ALOHA protocol, in which
the nodes transmit packets independently. In ALOHA, the
transmission is successful if no packet collisions occur, i.e.,
if only one packet is received by the destination at any time.

Multiple access algorithms that use Multiple Packet Re-
ception (MPR), in which multiple packets – from single or
multiple transmission attempts – are received and successfully
separated by the receiver, are provably more efficient than
ALOHA [3]–[5]. However, MPR often requires receivers that
are capable of advanced signal processing. For example,
by means of a polynomial phase-modulating sequence, the
cyclostationarity of different received packets was used to
color-code packets from multiple transmissions [4]. Signal
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separation was achieved in [6] using a rotational invariance
technique. In Network-assisted Diversity Multiple Access
(NDMA) [7], when k packets collide in a time slot, the
network makes the transmitters to retransmit anotherk − 1
times. So long as the channel changes sufficiently from one
slot to another, thesek consecutive transmissions allow the
receiver to invert the channel matrix and recover allk collided
packets. However, such channel variation can be difficult
to ensure in low Doppler regimes. As can be seen, these
algorithms also require receivers that can store and process
significant amounts of soft information about signals received
over multiple transmissions.

A more direct MPR approach uses successive interference
cancellation (SIC) to improve the throughput of multiple ac-
cess [8]. In SIC, a successfully decoded packet is remodulated
and removed from the received signal in order to better decode
other packets that are received over the same channel at
the same time [9]. For example, the SIC Tree Algorithm
(SICTA) [8] stores soft information about the undecodable
received signal whenever the receiver detects the presence
of a message but cannot decode it successfully. This soft
information is combined with subsequent received signals to
improve the chances of decoding all the signals received thus
far. When the receiver does eventually decode a packet, it
subtracts its contribution from all previously stored received
signals, and thereafter attempts to again decode them. The
SICTA protocol is stable for arrival rates up to0.693 pack-
ets/slot. This is substantially better than the First-come-first-
serve (FCFS) binary tree algorithm, which becomes unstable
when the packet arrival rate exceeds0.487 packets/slot [10],
[11]. However, like all other MPR schemes, SICTA requires
the receiver to store soft information of the received signal of
all previously undecodable messages. This also implies that
decoding successively the possibly many packets that have
collided over time can lead to long delays.

Another important consideration is the feedback message
size. While “idle (0)”, “success (1)”, and “collision (e)”
messages are fed back in most protocols, the set of messages
in SICTA includes “0”, “e”, and, in addition, the number of
packets that were finally resolved in the previous time slot.
This number can be arbitrary large, and requires allocation of
more bits for feedback signaling.



In this paper, we propose a new and simple multiple access
paradigm that useslocal channel state information (CSI)at
the transmitter to control the power received at the destination
from each node (or, equivalently, the node’s transmit power)
so as to actively facilitate MPR. This local CSI can be
easily obtained using channel reciprocity in time division
duplex systems [2], and has been exploited in other multiple
access schemes [12]–[14]. While the receiver still uses SIC,
a key advantage is that it does not need to store signals
from previous transmissions, which significantly reduces its
memory and processing requirements. Instead, the receiver
effectively utilizes elementary information about the total
received signal strength/power (RSSI)– a capability that is
present in many commercial receivers already [15], [16]. As
we show, not only is this paradigm more efficient than the
best multiple access schemes known to date, but its receiver
is also significantly simpler than the advanced ones required
by other MPR algorithms.

In particular, we propose the Turbo Dual Power Multiple
Access (Turbo-DPMA) algorithm in which the nodes transmit
such that their receive power takes on one of two power levels.
The key lies in setting the two power levels carefully so as to
enable MPR using SIC at the receiver. As mentioned, DPMA
does not requirethe receiver to store soft information of any
undecodable signals over time – MPR is achieved simply
by the use of successive interference cancellation of packets
receivedin the same time slot. Using four possible feedback
messages, Turbo-DPMA is stable for arrival rates up to0.793
packets/slot. This is better than all algorithms proposed in the
literature to date.

As mentioned, the use of local CSI to improve multiple
access has been looked into previously. For example, in
channel-aware ALOHA [12], each user transmits only if its
channel gain exceeds a system-determined threshold. The
Opportunistic ALOHA (O-ALOHA) protocol [13] sets the
probability of transmission as a function of local channel
knowledge. In [14], the time required for identifying the
user with the highest priority through multiple access was
substantially reduced by ensuring that the receive power levels
were discrete. However, a key difference is that all the above
algorithms assumesingle packet reception, in which at most
one packet is successfully decoded at any time and no packet
is decoded when multiple nodes transmit simultaneously. To
the best of our knowledge, DPMA is the first algorithm to use
local CSI and RSSI to actively facilitate MPR and simplify
receiver design.

The remainder of the paper is organized as follows. The sys-
tem model is described in Sec. II. The Turbo-DPMA algorithm
and its analysis are presented in Sec. III. Section IV describes
simulations results. Our conclusions follow in Sec. V.

II. SYSTEM MODEL

We consider a wireless network consisting of a number of
packet-generating nodes that need to transmit packets to a
message sink. The packets of each node are assumed to arrive
at unique times. The packets are transmitted from the nodes

in a time-slotted manner; it is assumed that all packets have
the same size. Without loss of generality (wlog), the duration
of a slot is set to unity. The channel power gain between
transmitting nodei and the message sink is denoted byhi, and
is assumed to be known at the transmitter. This assumption
is similar to the one made in channel-aware ALOHA [13],
[17]. To facilitate analysis, we assume a Poisson packet arrival
process with a mean arrival rate (over all users) ofλ. We
also make the standard assumption that each new packet is
generated at a unique node [8], [10], [11].

Let Pi denote the power received from nodei. (We shall
henceforth call it ‘receive power’). The sink can decode the
packet from nodei successfully if its received signal to
interference and noise ratio (SINR) exceeds a threshold:

Pi∑
j 6=i Pj + σ2

≥ γ̄, (1)

whereσ2 is the noise power and̄γ ≥ 1 is a threshold that
depends on the modulation and coding used for the packet
transmission [18]. Thus, a packet can be decoded successfully
even when two or more users transmit simultaneously.

Consider now the specific case where every nodei, which
has local CSI, adjusts its transmit power so that its receive
power,Pi, is eitherq0 or q1 (wlog, let q1 > q0). When two
nodes each transmit a packet, one with receive powerq0 and
another withq1, both packets can be decoded successfully
using SIC if

q1

q0 + σ2
≥ γ̄ and

q0

σ2
≥ γ̄. (2)

A checksum field in the packet will enable the receiver to
determine whether it has successfully decoded the packet or
not.

The power level settings in (2) can be generalized to handle
simultaneous transmissions by more than two users. Note that
no packet can be decoded successfully if more than one user’s
receive power isq1. However, if only one user’s receive power
is q1, and if the power levels are set as follows:

q0 = σ2γ̄ and q1 = γ̄(aq0 + σ2) = q0(aγ̄ + 1), (3)

then the packet with receive powerq1 can be decoded so long
as there are at mosta users with receive power atq0. The
parametera is called theadversary order. The assignment of
receive power levels to nodes is determined as per the Turbo-
DPMA algorithm, which is developed in the next section.

In this paper, we restrict ourselves to using only two power
levels, as this arrangement allows the feedback messages to
be just 2 bits long. This enables a fair comparison with
existing protocols that also require 2-bit (0/1/e) feedback.
As we shall see, even the use of two power levels leads to
substantial gains. Furthermore, modern wireless transmitters
and receivers can easily support the dynamic range required
by the two power levels so long as the adversary ordera is not
extraordinarily large. For example, the mobile station transmit
power dynamic range is 35 dB in GSM systems [19] and 74 dB
in third generation WCDMA systems [15]. Thus, even after



accounting for variations in signal strength due to fading, a
20 dB difference betweenq0 andq1 can be easily supported.
For example, fora < 5 and γ̄ = 10, q0 and q1 are separated
by at most 17 dB.

A. Relevant SIC Receiver Properties

For the case of the two receive power levels specified in (3),
an SIC receiver that processes only the signal received in the
current time slot exhibits the following properties:
• If only two packets are received, one with powerq0 and

the other with powerq1, then both can be decoded.
• If only one packet is received with powerq0, then it can

be decoded.
• If one packet is received with powerq1, then it can be

decoded so long as no other packet is received with power
q1 and the number of packets with receive powerq0 does
not exceed the adversary ordera.

• Otherwise, none of the received packets can be decoded.

B. Benefit of Received Signal Strength Information (RSSI)

The total receive power, specified by the received signal
strength information (RSSI) at the receiver, is the summation
of the receive power of each received packet in a time slot.
Since the receive power of each packet takes only two values,
q0 andq1, the receiver can extract useful side information from
RSSI regarding the number of packets received at each of the
two power levels. We will use this side information in the
development of the Turbo-DPMA algorithm.

We also define a quantity called the theResidual Receive
Power (RRP), which can be derived from the RSSI after the
receiver successively performs SIC. RRP is defined as the
power of the received signal that remains after all decodable
messages have been cancelled from it. For example, if the
receiver gets two packets, one at powerq1 and the other at
power q0, the RRP is on the order of the noise power,σ2,
as both packets will be successively decoded and cancelled
from the received signal. Consider another case in which
the receiver gets three packets, one at powerq1 and two
at powerq0, for a ≥ 2. Then, it decodes the packet atq1

successfully, and it fails to decode the remaining two packets
at q0. Therefore, the RRP is now2q0 + σ2. Finally, when no
packet is received, the RRP is on the order ofσ2.

III. T URBO-DPMA

A. Feedback Messages of Turbo-DPMA

As mentioned, the possible values of RRP shed useful
light on the contention process. The following four scenarios
provide a complete characterization of all the possible RRP
values and the information that can be derived from it and fed
back by the receiver:

1) 0 < RRP< q0 + σ2: This implies that all transmitted
packets, if any, have been resolved.1 The receiver there-
fore feeds back aResolved-All (RA)message.

1The upper limit is set toq0 +σ2 to enable the readers to readily see how
the four cases are separated. In practice, a better upper limit would be about
q0/2.

2) q0 + σ2 ≤ RRP≤ q1 + σ2: This implies that a packet
with a receive power ofq1, if present, was decoded
successfully, and at least two packets had a receive
power of q0 and could not be decoded. The receiver
therefore feeds back aResolved-High (RH)message.

3) RRP∈ {mq1 + σ2 : m ≥ 2,m ∈ Z}: This implies that
no packet is received at/nearq0, and the receiver cannot
resolve the packets received at powerq1.2 The receiver
therefore feeds back aResolved-Low (RL)message.

4) RRP> q1 + σ2 and RRP/∈ {mq1 + σ2 : m ∈ Z}:
This implies that at least one message was received
with power q1 and the receiver could not decode any
of the messages. The receiver therefore feeds back a
Resolved-None (RN)message.3

These four messages are sent instead of the traditional 0/1/e
message set; both message sets require 2 bits of feedback.

B. Queueing, Gating and Contention Resolution Interval

When a new packet arrives, the system may be in the process
of resolving the contention due to previously transmitted
packets. In this case, the new packet is stored in its local queue
with its arrival time stamp, and it awaits the completion of the
current contention process. Consider the time slot in which the
system clears the(k − 1)-th contention. Thek-th contention
resolution interval (CRI) begins at this time. Letbk denote the
number of time slots with unresolved packets at this time.

The system uses a time-limited gated access strategy [11],
which allows packets in amaximuminterval of t0 time slots
to enter thek-th CRI. That is, ifbk is smaller thant0, then all
unresolved packets (in the queue) participate in thek-th CRI.
Otherwise, only the packets with time stamps in the firstt0
time slots participate in thek-th CRI. The other packets remain
in the queue until a future CRI. Adopting the terminology of
the part-and-try algorithm [11], we refer tot0 as theinitial
tried interval. Such a gating mechanism is well suited for a
multiple packet reception protocol such as ours; the parameter
t0 will play an important role in optimizing the protocol’s
performance.

C. Formal Definition of Turbo-DPMA Algorithm

We first provide a formal definition of the Turbo-DPMA al-
gorithm and then explain the reasoning behind it. An example
is also provided to illustrate its various possible steps.

To specify the algorithm, we first define the following
terminology. LetX = [xmin, xmax) denote a contiguous time
interval. Let U be a stack of unresolved contiguous time
intervals. The operationU.push(X) pushes the intervalX

2 Another possibility that can lead to RRP= mq1 + σ2, m ∈ Z, is when
at leastaγ̄ + 1 packets are received at powerq0. However, as we shall see
later, for typical SINR threshold values such asγ̄ = 10 dB, the probability
of this happening is in the order of10−10 and is negligibly small. This event
causes one of the nodes to stop contending in the current CRI. However, the
impact of this is marginal as the node joins the next CRI by resetting its
packet’s arrival time stamp to a uniformly chosen random value in the next
CRI interval.

3Since the noise power is a random variable, in practice, the RN message
should be fed back when the RRP values are withinσ2 or so of the specified
discrete valuesmq1 + σ2, m ∈ Z.



into the stack. The operationU.pop returns the interval that
last entered in the stack, and also eliminates it from the
stack. We define the functionsH(X) and L(X) to split the
intervalX into two equal-sized ‘higher’ and ‘lower’ intervals,
respectively, as follows:H(X) = [(xmin + xmax)/2, xmax)
andL(X) = [xmin, (xmin + xmax)/2).

Let τ denote the current time slot number, andd denote
the latest time stamp that was included in a CRI. At system
initialization, we setτ = 1 andd = 0, so that the packets with
arrival time stamps in[0, 1) have not entered any CRI.

At the beginning of each CRI, the algorithm computes the
number of backlogged time slotsb = τ −d. As per the gating
mechanism, the algorithm setsU = {[d, d + min(b, t0)}, so
that all packets that arrived within a interval, over a duration
of at most t0 slots, participate in the CRI. Thereafter, we
updated to d + min(b, t0). At each time step of the CRI,
all the transmitting nodes and the receiver (sink) implement
the Turbo-DPMA algorithm as follows. (Which part of the
algorithm is implemented by whom is clear from context.)

• Transmission rule:Let W = U.pop. Every node with a
packet arrival time stamp in the intervalH(W ) transmits
so that its receive power isq1, and every node with a
packet arrival time stamp inL(W ) transmits so that its
receive power isq0.

• Feedback generation:The receiver determines its feed-
back as per Sec. III-A, and broadcasts it to all nodes.

• Response to feedback:

1) If feedback= RA andW 6= ∅, then continue.
2) If W = ∅ and feedback= RA, then terminate

current CRI.
3) If feedback= RH, thenU.push(L(W )).
4) If feedback= RL, U.push(H(W )).
5) If feedback= RN, thenU.push(L(W )) followed

by U.push(H(W )).
• At the end of a CRI:The current timeτ is updated to

be the next time slot (which is also the slot in which the
next CRI begins).

D. Explanation

Turbo-DPMA is basically a splitting algorithm. Once pack-
ets collide in a slot, the algorithm splits the arrival time space
in half, and makes nodes that lie in the two halves of the
space to transmit and resolve each other in different time slots.
Specifically,

• A feedback of RA implies that every packet that was
transmitted has been successfully resolved. Therefore, no
packets remain in the intervalW being handled in the
current slot. Hence, the algorithm proceeds to resolve
packets in the arrival time intervals remaining in the stack.
In the event that the stack is empty, the resolution of all
packets in the current CRI has been completed, and the
next CRI begins.

• A feedback of RH implies that at least two packets were
received at powerq0 (and all the packets that arrived
H(W ) have been resolved). Hence, in the next slot,

Slot 1 2 3 4 5 6

q1 A,B,C A - B D,E D
q0 D,E B,C A C - E

Feedback RN RN RA RA RL RA

TABLE I
THE DYNAMIC OF DPMA, WHEN a = 1.

the nodes with packets inL(W ), transmit with receive
powers of eitherq0 or q1 as per the Transmission Rule.

• A feedback of RL implies that at least two packets were
received at powerq1, and none atq0 (which means that
no more unresolved packets remain inL(W )). Hence, in
the next slot, two receive power levels will be assigned
to packets that are currently received at powerq1.

• Finally, a feedback ofRN implies that packets were
received at both powersq0 and q1. PushingL(W ) and
thenH(W ) leads in subsequent time slots to the packets
in H(W ) being resolved first followed by packets in
L(W ).

E. Illustrative Example

We now demonstrate how the algorithm works by means
of an example, the parameters of which are artificially chosen
to exercise the many scenarios defined in the algorithm. In
Table I, we consider a specific scenario consisting of 5 nodes
contending in a CRI, and an adversary ordera = 1. Wlog,
assume that their time stamps initially lie between0 and 1.
The arrival time stamps of these nodes, labeledA, B, C, D,
andE, are set as0.2, 0.3, 0.4, 0.55, 0.6 respectively.

In the first slot, packets from nodes with time stamps that
lie in the range[0, 0.5), namely,A, B and C, arrive with
receive powerq1. And, packets from remaining nodes whose
time stamps lie[0.5, 1), namely,D andE, arrive with receive
power q0. This results in an RRP of3q1 + 2q0 + σ2, which
is larger thanq1. Thus, the receiver feeds back theResolved-
None (RN)message to all nodes.

In slot 2, only the high power nodes of slot 1 transmit. Now
A has a receive power ofq1 (its time stamp lies in[0, 0.25)),
andB andC have a receive power ofq0 (their time stamps lie
in [0.25, 0.5)). Sincea = 1, A cannot be decoded successfully
in this slot, and the receiver feeds back RN again.

In slot 3, only one node – the high power nodeA of slot
2 – transmits as only its time stamp lies in[0.125, 0.25). It is
received at powerq0. The receiver can now decodeA’s packet
successfully, the RRP is less thanq0, and the receiver feeds
back Resolved-All (RA). In slot 4, both the low power nodes
of slot 2, B and C, end up getting resolved simultaneously
as they are received at powersq1 andq0, respectively. (Their
time stamps lie in[0.25, 0.375) and[0.375, 0.5), respectively).
The RRP is again less thanq0, and another RA is fed back.

In slot 5, the low power nodes of slot 1 (D and E)
transmit such that their receive power isq1 (time stamps lie in
[0.5, 0.625)), and no packet gets decoded. As the RRP does not
have anyq0 component, the receiver feeds back aResolved-



Low (RL)message. (From this information one can infer that
the remaining nodes are inH(W ).)

Finally, in slot 6,D andE transmit and both their packets
are decoded successfully resulting in the RA feedback mes-
sage. This also leads toW = ∅, which terminates this CRI. In
the next slot, a new CRI then commences to handle packets
in the queue, up to a maximum interval oft0 time slots.

F. Analysis

In this section we briefly outline the throughput analysis and
give the final results; a more detailed derivation is in [20].

We first consider the expected number of slots,Ln, required
to resolve a simultaneous transmission byn nodes. Clearly,
when only zero or one packet is received in a slot, it takes
exactly one slot to resolve the packet. Thus,L0 = L1 = 1.
When two packets are received in a slot, the system needs one
slot for transmitting with the current power level, and possibly
(depending on the RRP) additional slots to resolve collisions.
Taking into account all possible receive power combinations,
it can be shown that

L2 = 1 +
1
22

((
2
0

)
L2 +

(
2
2

)
L2

)
, (4)

which, when solved, givesL2 = 2.
Similarly, if n ≥ 3 packets are transmitted, the duration for

packet resolution can be shown to be

Ln =
2n − nI(a > n− 1) +

∑n−1
i=1

(
n
i

)
(Ln−i + Li)

2n − 2
(5)

For a Poisson packet arrival process with mean arrival rate
λ, and a time interval oft slots is included in a CRI, the
expected number of slots required to resolve a CRI is

R(λt) =
∞∑

n=0

(λt)ne−λt

n!
Ln. (6)

The following Lemma characterizes the stability region of
the multiple access protocol.

Lemma 1: The necessary and sufficient condition for sta-
bility is

λ <
λt0

R(λt0)
, (7)

Proof: Let the backlogbk be defind as the number of
slots with unresolved packets in the system at the beginning
of the k-th CRI. It is clear thatbk is a Markov process as
bk depends on only the state atbk−1. Due to the time-limited
gated access design, all packets in the intervalbk enter CRI
when bk < t0; otherwise, only the packets in an interval of
t0 enter the CRI. Hence, the expected number of backlogged
slots in the next CRI is

E[bk+1] =
{

R(λbk) if bk < t0
bk − t0 + R(λt0) if bk ≥ t0

(8)

Proving stability is equivalent to showing thatbk is a super-
martingale wheneverbk ≥ t0, which results in the condition
in (7).
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The termλt0 denotes the expected numbers of packets in
the CRI when the maximum initial tried intervalt0 is used.

For a givena, we can numerically evaluate the stability
region of the DPMA algorithm in terms oft0 andλ. Figure 1
shows the maximum arrival rate as a function oft0 for different
values of adversary order. Asa increases, we see that the
maximum stable value ofλ also increases as expected, from
0.743 when1 < a < 2, to 0.782 when2 < a < 3, 0.791 when
3 < a < 4, and0.793 when4 < a < 5. The maximum initial
tried intervalt0 that leads to the maximum stable arrival rate
also increases from2.37 to 2.5 asa increases.

IV. SIMULATIONS

We confirm our analysis using Monte Carlo simulations
over 3 × 105 consecutive packets. Our simulation uses an
infinite nodes assumption, where a new node is introduced
for each new packets arriving at the system. The receiver
noise is assumed to be−100 dBm, and the decoding threshold
γ̄ = 10 dB. Hence,q0 = −90 dBm.

Fig. 2 shows the average delay of Turbo-DPMA. The
simulations usea = 1.3 and a = 4.3 (which sets the value
of q1), and the corresponding optimal maximum initial tried
interval. As expected, the the delay increases rapidly as the
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Fig. 3. Average delay of Turbo-DPMA algorithm as a function oft0, for
a = 4.3.

packet arrival rate approaches the maximum value for stability,
which is0.743 packets/slot fora = 1.3, and0.793 packets/slot
for a = 4.3.

Finally, in Fig. 3, we examine the sensitivity of the Turbo-
DPMA algorithm to the maximum initial tried interval,t0, for
different arrival rate values, whena = 4.3. Only for arrival
rates close to the stability limit, is the average delay sensitive
to thet0 value. Even whenλ = 0.60, which is higher than the
stable throughput of most contention algorithm, the average
delay of Turbo-DPMA is 4.2 slots for a widet0 range.

V. CONCLUSIONS

We showed that exploiting local channel knowledge to limit
the range of receive power actively facilitates multi-packet
reception and also simplifies the receiver design. In particular,
we proposed a multiple access algorithm called Turbo-DPMA
that employs just two discrete receive power levels, which are
suitably chosen to enable immediate successful interference
cancellation and reception of up to two packets transmitted si-
multaneously. Using four feedback messages and by exploiting
a simple receive signal strength measurement, Turbo-DPMA
achieves a stable throughput of 0.793 packets per slot, which
is higher than all previously known contention algorithms.
Unlike other MPR-based algorithms, this was achieved without
the receiver having to store and process soft information from
previous time slots.

Given the fundamental importance of multiple access, the
algorithm is widely applicable in wireless networks. The en-
couraging results motivate future work that involves generaliz-
ing the algorithm to handle inaccuracies in channel knowledge
and exploiting further the capabilities wider dynamic range
receivers that can support more than two power levels.

ACKNOWLEDGEMENT

We thank Dr. T. Kuze for his support and encouragement.

REFERENCES

[1] L. Kleinrock and F. A. Tobagi, “Packet switching in radio channels:
park I - carrier sense multipe-acess modes and their throughput-delay
characteristics,”IEEE Trans. Commun., vol. 23, pp. 1400–1416, 1975
1975.

[2] A. F. Molisch, Wireless Communications. IEEE-Press - Wiley: West
Sussex, England, 2005.

[3] L. Tong, Q. Zhao, and G. Mergen, “Multipacket reception in random
access wireless networks: from signal processing to optimal medium
access control,”IEEE Commun. Magazine, pp. 108–112, Nov. 2001.

[4] A. G. Orozco-Lugo, M. M. Lara, D. C. McLernon, and H. J. Lemus,
“Multiple packet reception in wireles ad hoc networks using polynomial
phase-modulating sequences,”IEEE Trans. Signal Processing, vol. 51,
pp. 2003–2110, Aug. 2003.

[5] V. Naware, G. Mergen, and L. Tong, “Stability and delay of finite-user
slotted aloha with multipacket reception,”IEEE Trans. Inform. Theory,
vol. 51, pp. 2636–2656, Jul. 2005.

[6] R. Zhang, N. D. Sidiropoulos, and M. K. Tsatsanis, “Collision resolution
in packet radio networks using rotational invariance techniques,”IEEE
Trans. Commun., vol. 50, pp. 146–155, Jan. 2002.

[7] M. K. Tsatsanis, R. Zhang, and S. Banerjee, “Network-assisted diversity
for random access wirless networks,”IEEE Trans. Signal Processing,
vol. 48, pp. 702–711, Mar. 2000.

[8] Y. Yu and G. B. Giannakis, “SICTA: a 0.693 contention tree algorithm
using successive interference cancellation,” inProc. IEEE INFOCOM,
pp. 1908–1916, Mar. 2005.

[9] S. Verdu, Multiuser Detection. New York, New York: Cambridge
University Press, 1998.

[10] R. G. Gallager, “Conflict resolution in random access broadcast net-
works,” Proc. Air Force Office of Scientific Research Workshop on
Commun. Th. and Applications, pp. 74–76, Sept. 1978.

[11] B. S. Tsybakov and V. A. Mikhailov, “Random multiple packet access:
part-and-try algorithm,”Problemy Peredachi Infomatsii, vol. 16, pp. 65–
79, October-December 1980.

[12] X. Qin and R. Berry, “Exploiting multiuser diversity in wireless ALOHA
networks,” inProc. Allerton Conf. on Commun., Control and Computing,
Oct. 2001.

[13] S. Adireddy and L. Tong, “Exploiting decentralized channel state
information for random access,”IEEE Trans. Inform. Theory, vol. 51,
pp. 537–561, Feb. 2005.

[14] R. Yim, N. B. Mehta, and A. F. Molisch, “Fast multiple access selection
through variable power transmission,”submitted to IEEE Trans. Wireless
Commun.

[15] “Technical specification group radio access network; user equipment
(UE) radio transmission and reception (FDD),” Tech. Rep. 25.101
(v7.7.0), 3rd Generation Partnership Project (3GPP), 2007.

[16] “Wireless lan medium access control (mac) and physical layer (phy)
specifications:amendment 4: Enhancements for higher throughput,”
Tech. Rep. 20.5.5.7 (Draft version D2.05), IEEE 802.11 Working Group,
July 2007.

[17] G. Ganesan and Y. Li, “Channel aware aloha with imperfect CSI,” in
Proc. Globecom, 2006.

[18] S. Cui, A. J. Goldsmith, and A. Bahai, “Energy-constrained modulation
optimization,” IEEE Trans. Wireless Commun., vol. 4, pp. 2349–2360,
2005.

[19] “Technical specification group GSM/EDGE, radio access network; radio
transmission and reception,” Tech. Rep. 45.005 (v7.9.0), 3rd Generation
Partnership Project (3GPP), 2007.

[20] R. Yim, N. B. Mehta, and A. F. Molisch, “Dual power multiple access
algorithm with immediate interference cancelation,”in preparation.


	Title Page
	Title Page
	page 2


	Efficient Multiple Access Using Received Signal Strength and Local Channel Information
	page 2
	page 3
	page 4
	page 5
	page 6


