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approach, and exploit the channel reciprocity to reduce the channel feedback requirement. We
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likelihood estimation of the channel by the sensor nodes for the subsequent uplink co-phasing
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ratio (SNR) and the average probability of error at the FC, as a function of the number of
sensor nodes and the pilot overhead. Our results show that a modest amount of accumulated
pilot SNR is sufficient to realize a large fraction of the maximum possible beamforming gain.
We also investigate the performance gains obtained by censoring transmission at the sensors
based on the estimated channel state, and the benefits obtained by using maximum ratio
transmission (MRT) and truncated channel inversion (TCI) at the sensors in addition to co-
phasing transmission. Simulation results corroborate the theoretical expressions and show
the relative performance benefits offered by the various schemes.
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Abstract—This paper compares and analyzes the performance
of distributed cophasing techniques for uplink transmission over
wireless sensor networks. We focus on a time-division duplexing
approach, and exploit the channel reciprocity to reduce the
channel feedback requirement. We consider periodic broadcast
of known pilot symbols by the fusion center (FC), and maximum
likelihood estimation of the channel by the sensor nodes forthe
subsequent uplink co-phasing transmission. We assume carrier
and phase synchronization across the participating nodes for
analytical tractability. We study binary signaling over fr equency-
flat fading channels, and quantify the system performance such as
the expected gains in the received signal-to-noise ratio (SNR) and
the average probability of error at the FC, as a function of the
number of sensor nodes and the pilot overhead. Our results show
that a modest amount of accumulated pilot SNR is sufficient to
realize a large fraction of the maximum possible beamforming
gain. We also investigate the performance gains obtained by
censoring transmission at the sensors based on the estimated
channel state, and the benefits obtained by using maximum ratio
transmission (MRT) and truncated channel inversion (TCI) at the
sensors in addition to co-phasing transmission. Simulation results
corroborate the theoretical expressions and show the relative
performance benefits offered by the various schemes.

Index Terms—Channel reciprocity, distributed co-phasing,
phase estimation errors, limited feedback, sensor censoring,
channel inversion.

I. I NTRODUCTION

Recently, there has been a growing interest in the research
community in the area of wireless sensor networks (WSN).
A WSN is loosely defined as a collection of wireless nodes
dedicated to perform a specialized task [1], [2]. Some of
the applications of WSNs include environment and habitat
monitoring, health care aspects such as patient monitoringand
disability assistance, home automation and security, quality
control and inventory management.

The idea of distributed transmit beamforming (DTB) as
a mechanism for cooperative communication from a set of
sensors to a fusion center (FC) has been explored by various
researchers in the context of information transmission over a
correlated sensing field and over wireless ad hoc networks [3]
- [16]. With DTB, a cluster of densely deployed sensor nodes
can act as a virtual transmit antenna array to transmit a
correlated observation to the FC, thereby providing coherent

A portion of this work was presented at the6th IEEE Sensor, Mesh and
Ad Hoc Communications and Networks Conference (SECON 2009), Italy.

combining gain and improving the energy efficiency of the
sensor nodes. An initial investigation of the potential gains
of DTB on non-fading channels is conducted in [3], and the
feasibility of DTB on wireless fading channels is investigated
in [4]. In the context of wireless ad hoc and sensor networks,
the distribution of the virtual antenna array beam pattern
is studied in [5] for uniformly distributed nodes and in [6]
for Gaussian distributed nodes. [7] and [8] propose methods
for information-sharing among wireless and ad-hoc networks
which then use DTB. The optimal transmission weights at the
sensors to maximize received SNR are found in [8]. In [9],
optimal power allocation for relays using DTB is considered
in a single-source-multiple-relay setup when perfect CSI is
available at all the transmitters and receivers. The optimal
transmit weights when only second order statistics of the
channel state is available are found in [10]. [11] presents a
performance analysis of DTB with quantized feedback.

Some of the practical challenges that need to be overcome
in realizing the full potential of DTB are carrier-phase and
symbol synchronization across the sensor nodes, estimation
of fading channel parameters for coherent detection at the FC,
and energy efficient operation when the nodes are subjected
to a short-term power constraint. In the context of non-
fading channels, [3] proposes a master-slave approach to time
synchronization. With a per-node long-term average transmit
power constraint, [4] extends the master-slave approach in [3]
to wireless fading channels. Carrier phase synchronization
with two autonomous nodes is studied in [12] and [13], and
the impact of channel errors on the transmit beam pattern is
reported in [7]. A random phase adjustment by each sensor
node for feedback-based control is studied in [14], and [16]
proposes deterministic perturbation and a 1-bit feedback-
based approach, and performs a simulation based study of
the schemes. Distributed beamforming with low-rate feedback
from the sensor nodes to the fusion node is considered
in [17], where the authors analyze the convergence behavior
of an adaptive distributed beamforming scheme. In [18], the
authors analyze the convergence behavior of a class of single-
bit feedback-based phase alignment algorithms and propose
improvements to existing algorithms.

In this paper, we are interested in the comparative anal-
ysis of distributed co-phasing (DCP) systems. Our focus is
on analyzing the relative performance of various schemes
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of transmission using the DCP approach and the effect of
channel estimation errors on the performance. We focus on
a time-division duplexing (TDD) model to exploit the channel
reciprocity for acquiring channel knowledge at the transmitting
nodes with minimal overhead. reduction. Note that channel
reciprocity requires well-calibrated transmit and receive RF
chain components. Also, all the sensors and the FC need
to be carrier phase, frequency and timing synchronized. We
estimate the channel at the transmitting nodes using a pilot
signal from the receiver, which clearly requires a significantly
smaller training and feedback overhead than, for example, a
frequency duplexing division approach.

Carrier phase and frequency synchronization of participat-
ing terminals is a widely used assumption in the fields of
cooperative communications, distributed space-time coding,
physical layer fusion-based literature. The effects of errors
in carrier phase and frequency synchronization and timing
synchronization on channel estimation in a reciprocal system
such as considered here are discussed in [4] and [19]. Master-
slave architectures to achieve carrier-phase synchronization are
proposed and analyzed in [3] and [4]. Schemes for synchro-
nization of two-sources are proposed in [12], [13]. A master-
slave ping-pong based synchronization scheme is proposed
in [19]. It is argued in [4] that though it is challenging to
achieve such synchronization, it is potentially feasible and that
moderately large phase errors due to synchronization errors
do not significantly affect the performance. Since our focusis
on the performance comparison of transmission schemes, we
assume that such synchronization can be achieved using one
of the above mentioned schemes. To achieve synchronization,
we consider a super-frame structure that contains a phase
synchronization frame followed by multiple data frames. We
assume that one of the existing algorithms mentioned above is
used to achieve the necessary synchronization. Since thereis
one synchronization frame every super-frame, the participating
terminals carry out synchronization once every super-frame.
The data frames within a super-frame contain downlink pilot
symbols (see Fig.1), that are used to estimate the phase of the
complex channel gain, followed by uplink data transmission
from the sensors to the FC. The modeling and analysis of
synchronization induced errors is beyond the scope of this
paper and is relegated to future work.

The following are the main contributions of this paper.
We analyze and compare the performance of four schemes
for information transmission from the sensors to the FC and
the effect of channel estimation errors on the performance.
The schemes differ in the power allocation and the way they
exploit the estimated channel gains. The first two schemes
are constant power allocation schemes, where whenever the
sensors transmit, they transmit at a fixed power. We term
the first scheme as the baseline distributed co-phasing (DCP).
Here, we study the distribution of the channel phase estimation
error at the sensors and the probability of signal corruption at
the FC due to imperfect channel estimation. For simplicity,
we restrict the analysis to coherent binary modulation on
independent Rayleigh fading channels, and derive closed-
form expressions for the average received SNR. We present
a simple-to-evaluate expression for the average bit error rate
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Fig. 1. Per-node phase estimation via downlink broadcast pilot. Multiple
access data transmission via uplink.

(BER) at the FC based on an improved Gaussian approx-
imation (IGA) [20]. Our short-term power constraint based
results show that the actual achievable beamforming gains are
between2 to 3 dB below that of the gains reported in [4] which
employs power allocation across sensors. However, note that a
power allocation as in [4] implies that one has to employ RF
components that can support a wide dynamic range of transmit
powers and that nodes need to have a mechanism for sharing
the power allocation information between them. In contrast,
the distributed co-phasing has the advantage that the nodes
transmit at a fixed power, and can therefore be implemented
with relatively inexpensive RF components.

Next, we analyze a scheme for DTB based on the censoring
sensors approach. We constrain the sensors to transmit only
when the channel gain is sufficiently high. Our approach to
censoring sensors is different from that in [21], where the
sensors are censored based on the likelihood ratios. In our
model, the sensors whose channels to the FC are in deep
fades do not contribute significantly to the decision made at
the FC. Hence, these sensors do not transmit and save their
power. We impose a long term but individual power constraint
on the sensors. The sensors boost their power based on the
probability that they transmit at any given instant. We derive
closed form expressions for the average received SNR for
Rayleigh fading channels. It is found, somewhat surprisingly,
that the censoring sensors approach offers a very marginal
performance improvement over the baseline DCP scheme.

The next two schemes allocate variable power per trans-
mitted symbol depending on the estimated channel gain at
the sensor. Here, we impose long-term power constraints at
the each sensor. We focus on two popular schemes, namely,
the maximum ratio transmission (MRT) and the truncated
channel inversion (TCI) scheme. In MRT, sensors allocate
their power proportional to the estimated channel power gain,
while satisfying an average power constraint. In TCI, the
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sensors allocate a power inversely proportional to the estimated
channel power gains, but do not transmit when the estimated
channel gain is below a certain threshold. We derive analytical
expressions for the average received SNR at the FC for
Rayleigh fading channels with MRT and TCI. Monte-Carlo
simulations validate our analysis in all cases.

The rest of this paper is organized as follows. In SectionII ,
we introduce our system model. Performance analysis of the
DCP system is presented in SectionIII , wherein we derive
expressions for the distribution of the phase error at the
sensor nodes, the probability of signal corruption, the average
received SNR and the average probability of error. Expressions
for average received SNR are derived when the sensors censor
themselves based on the channel state in SectionIV. In
SectionV, expressions for average received SNR for TCI and
MRT are derived. Results and discussions are presented in
SectionVI , and conclusions are provided in SectionVII .

II. SYSTEM MODEL

We consider a sensing field deployed withN sensor nodes.
The observations across the sensor nodes, depending upon the
nature of the sensing field, can be described by a joint proba-
bility distribution function. A binary modulation is employed
to transmit the sensor observations to the FC. The sensor
nodes and the FC are all assumed to have a single transmit
and receive antenna. As discussed in SectionI, we assume
for analytical tractability, that the local oscillator (LO) phases
of different nodes are synchronized and that the estimated
channel gains are corrupted by Gaussian noise only. This can
be achieved by adopting a super-frame structure containinga
phase synchronization frame to periodically synchronize the
LO phases of the sensors nodes against variations in tem-
perature and the environment; and employing the previously
proposed master-slave techniques in [3], [4], [12].

We consider the reciprocal TDD system model illustrated
in Fig. 1. Each data frame containsNP pilot symbols sent
by the FC to the sensors in the downlink, followed by a
simultaneous transmission from theN sensors, using DTB,
over ND channel uses (i.e.,ND data symbols are sent).
Assuming a narrow-band transmission between the sensor
nodes and the FC, the low-pass equivalent complex-valued
channel between thekth sensor and the FC is denoted by
gk = αkejθk , whereαk is the fade amplitude andθk is the
phase ofgk. The channel is assumed to be quasi-static over a
frame duration ofNP +ND symbols, and varies independently
across the data frames. The channel gainsgk are assumed to
be independent, but not necessarily identically distributed.

By denoting the energy per pilot asEP , the received signal
at sensork during pilot transmission is

rk[n] = gk

√

EP + ηk[n] n = 1, . . . , NP , (1)

where ηk[n] is a complex Gaussian noise random variable
(r.v.) with zero-mean and variance per dimension ofN0/2.
We now describe four models for transmission of theND

data bits. The four models have two things in common; theN
sensors cooperate to transmit their bits; and the schemes can be
implemented in a completely distributed fashion, requiring no

information exchange between sensors. The models primarily
differ in the power at which they transmit their bits.

A. Fixed Power Transmission Schemes

We consider two transmission schemes in which the sensors
transmit at a constant power whenever they transmit. This
results in simpler and more efficient implementation of the
transmitter RF circuitry. We analyze the performance of these
two schemes separately in SectionsIII and IV for clarity of
presentation.

1) Distributed Co-Phasing:In this model, we impose an
instantaneous (or short-term) power constraint on the sensor
node transmitters. Further, to reduce the modulator complexity
we allow the sensors to compensate only for the channel
phase. Thus, each sensor simply pre-rotates its bits with the
estimated channel phasêθk and transmits the bits. With an
average energy per modulation symbol ofEs at each sensor,
the received signal at the FC duringND data transmissions is

r[n] =

N∑

k=1

xk[n]e−jθ̂kgk + V [n], (2)

wheren = NP + 1, . . . , NP + ND, xk[n] = bkEs, bk is the
modulation symbol at sensork, θ̂k is the estimated downlink
channel phase. Also,xk[n]e−jθ̂k is the actual transmitted
signal from sensork, and V [n] is a zero-mean complex
Gaussian r.v. with a per-dimension variance ofN0/2. The
model described in (2) is formally referred to as distributed
co-phasing transmission.

2) Censoring sensors:In this scheme, the sensors are
assumed to be aware of the channel statistics. They estimate
the channel gain, and transmit only when the estimated channel
gain is sufficiently good. We consider the two possibilities
mentioned below; both options result in the same average
received power at the FC. The average received power is made
equal to that with the DCP described above, thus making the
schemes directly comparable.

a) Case 1: In this scheme, referred to as CS-C1, we fix
the number of sensors co-operating in the transmission, and
adjust the transmit powers such that each sensor consumes
the same average power as with DCP. The sensors transmit
only when their estimated channel gain is above a threshold
T . The sensors boost the power whenever they transmit, to
ensure that each sensor satisfies an average power constraint.
Further, similar to DCP, the sensors pre-rotate the transmitted
bit with the estimated channel phase so that the symbols add
up constructively at the FC. Note that, in this scheme, sensors
use a fixed power (that depends onT ) when they transmit,
i.e., they do not employ dynamic power control.

With xk[n] as the transmitted bit at the sensork, the received
data signal at the FC is

r [n] =

N∑

k=1

xk[n]1{α̂k>T}e
−jθ̂kgk + V [n], (3)

where n = NP + 1, . . . , NP + ND, xk [n] = bk

√
Es

pT,k
,

bk = ±1 is the modulation symbol at sensork, pT,k is the
probability that the sensork will transmit in a given time slot,
α̂k is the estimated channel gain the sensork.
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b) Case 2: In this scheme, referred to as CS-C2, the
expected number of sensors that transmit at any given time
is kept constant. We assume that the channels from all
sensors to the FC have identical statistics. The total number
of sensors which are deployed, denotedNR, is varied to
keep the expected number of transmitting sensors, denoted
Neff , a constant. All the sensors transmit withEs energy per
modulation bit, thus keeping the average received power at the
FC the same as in case 1 above.

Given a channel gain threshold ofT , the number of sensors
NR required for maintaining the average number of transmit-
ting sensors as at leastNeff is given by

NR =

⌈
Neff

Prob(α̂k > T )

⌉

(4)

The received signal at the FC is

r [n] =

NR∑

k=1

xk[n]1{α̂k>T}e
−jθ̂kgk + V [n], (5)

where xk[n] = bk

√
Es, bk = ±1 is a modulation symbol,

α̂k and θ̂k are the estimated channel gain and channel phase,
respectively, at thek-th sensor and in the current frame, and
gk andV [n] are defined as before.

B. Variable Power Allocation Schemes

We describe two schemes which employ power control at
the transmitting sensors based on the estimated channel state.
A long term transmit power constraint is imposed over the
sensors and the transmit powers are chosen to satisfy this
constraint.

1) Maximum Ratio Transmission (MRT):In this scheme,
sensors transmit at a power that is proportional to the square
of the estimated channel gain. The proportionality constant is
chosen to satisfy an average power constraint at each sensor.
The received signal at the FC thus has a form similar to the
MRT scheme [22]. The power allocation scheme at sensori
is given by

P (α̂i) = P0,iα̂
2
i , (6)

where P0,i is chosen to satisfy a long term average power
constraint. The received signal at the fusion center is given by

y[n] =

N∑

k=1

√

P (α̂k)bke−jθ̂kgk + V [n]

=

N∑

k=1

xk[n]α̂ke−jθe,kαk + V [n], (7)

wherebk = ±1 is the bit to be transmitted,xk =
√

P0,ibk is
the modulation symbol from the sensork, θe,k = θ̂k − θk is
the phase estimation error, andgk, θ̂k andV [n] are as defined
earlier.

2) Truncated Channel Inversion:In this model, the transmit
power at sensori is given by [23]

P (α̂i) =

{
P0

α̂2
i

if α̂i > αmin,

0 else
(8)

whereP0 andαmin are chosen to satisfy the long term average
power constraint. The received signal at the FC is given by

r [n] =

N∑

k=1

√

P (α̂k)bkgke−jθ̂k + V [n] , (9)

wherebk = ±1 is a modulation symbol from the sensori, and
gk, θ̂k andV [n] are defined as earlier.

III. PERFORMANCEANALYSIS OF DISTRIBUTED

CO-PHASING

The maximum likelihood estimate of the channel phase at
sensor nodek, using (1), is given by [24]

θ̂k = tan−1




ℑ
{

1
NP

∑NP

n=1 rk[n]
}

ℜ
{

1
NP

∑NP

n=1 rk[n]
}





= tan−1

(
αk sin θk + νQ,k

αk cos θk + νI,k

)

, (10)

whereνI,k andνQ,k are independent Gaussian r.vs each with
zero mean and variance N0

2NP EP
.

Conditioned on the channel gainαk, the cumulative dis-
tribution function of the phase error at nodek denoted by
θe,k , θ̂k−θk, can be expressed, following the simplifications
in [25], as

F
|θe,k|

∣
∣
∣αk

(x) = 1− 1

π

π−x∫

0

e
−

α2
k

γp sin2 x

sin2 β dβ 0 ≤ x < π, (11)

whereγp = EP NP /N0 is the pilot SNR.

A. Distribution of Unconditional Phase Error

Let the channel fade power at sensor nodek be denoted
by γk , α2

k. We also denote the Laplace transform of the
pdf of γk as Lγk

(s) , E[e−sγk ]. With this notation, the
unconditional distribution of the absolute phase error at node
k is obtained by integrating (11) over the distribution ofγk as

F|θe,k|(x) = 1 − 1

π

π−x∫

0

E

[

e
−

γkγp sin2 x

sin2 β

]

dβ

= 1 −
π−x∫

0

Lγk

(

γp sin2 x

sin2 β

)

dβ

π
0 ≤ x < π. (12)

For a Rayleigh fading channel,Lγk
(s) = 1/(1 + sΩk),

where Ωk = E[α2
k], whereas for a Rician fading channel

with Rice factor Kl, from [24], Lγk
(s) = (1 + Kl)/(1 +

Kl + sΩk)e−sKlΩk/(1+Kl+sΩk), and (12) can be evaluated
accordingly.

B. Probability of Signal Corruption

The contribution of the channel gain from nodek to the FC
in the uplink direction isgke−jθ̂k . Since we assume binary
signaling in the uplink, the channel contribution to the decision
variable isαk cos(θk − θ̂k) = αk cos θe,k, which is negative
when |θe,k| > π/2. That is, keeping the noise contribution
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at the FC aside, nodek causes signal corruption at the FC
when |θe,k| > π/2. This probability is denoted byPSC and
is obtained simply by using the CDF ofθe,k in (12) as

PSC = Prob(|θe,k| > π/2) = 1 − F|θe,k|(π/2)

=
1

π

π/2∫

0

Lγk

(
γp

sin2 β

)

dβ. (13)

For a Rayleigh fading channel, usingLγk
(s) = (1 + sΩk)−1,

the above evaluates to

PSC =
1

2

(

1 −
√

γpΩk

1 + γpΩk

)

. (14)

Notice thatPSC solely depends on the average received pilot
SNR at the sensor nodes and the channel fade statistics, and at
high uplink data SNR, signal corruption has a dominant effect
on the detection performance at the FC.

To calculate the average received SNR and BER at the
FC, we consider two cases. When the sensors can detect
the common bit that they wish to coney to the fusion center
perfectly, all the sensors have the same bit to transmit. When
the sensors make imperfect decisions, they may have different
bits to transmit based on their local decisions. We assume
conditionally independent observations at the sensors, and
that the individual probabilities of missed detection and false
alarm1 are known and the same at all sensors. This models a
distributed detection scenario, where a FC uses the individual
decisions from a set of nodes to arrive at an overall decision.
Here, we are effectively performing a physical layer fusionof
the individual sensor decisions, at the FC.

C. Sensors with Perfect Detection

We now find the average received SNR and the average
probability of error when all the sensors have perfect detection;
i.e., they have the same bit to send to the FC.

1) Average Received SNR:The test statistic at the FC, from
(2), is2

r[n] = ℜ
{

N∑

k=1

x[n]gke−jθ̂k + V [n]

}

= x[n]
N∑

k=1

αk cos θe,k + Vr[n], (15)

where Vr[n] is a real Gaussian random variable with zero
mean and varianceN0/2. Assuming spatial independence of
the channels across the sensors, the average received SNR at

1A missed detection occurs when a sensor detects a binary ‘1’ as a ‘0’,
and a false alarm occurs when it detects a binary ‘0’ as a ‘1’.

2It is straightforward to show that under our system model, the real part
of the signal is sufficient for BPSK signal detection, since the sensors do not
transmit any training symbols to the fusion center.

the FC is

γDCP =
2Es

N0
E





∣
∣
∣
∣
∣

N∑

k=1

αk cos θe,k

∣
∣
∣
∣
∣

2




=
2Es

N0

[
N∑

k=1

E
[
α2

k cos2 θe,k

]
+

N∑

k=1

N∑

j=1,j 6=k

E [αk cos θe,k] E [αj cos θe,j ]

]

. (16)

For Rayleigh fading channels, using (61) from Appendix-A,
we have

E [αk cos θe,k] =

√

πΩk

4

√

γpΩk

1 + γpΩk
, (17)

and, using (66) from Appendix-B,

E
[
α2

k cos2 θe,k

]
= Ωk

[

1 − 1

2

(
1

1 + γpΩk

)]

. (18)

Closed-form expressions forγDCP can then be obtained by
using (17) and (18) in (16).

2) Average Probability of Error:Let the sensors transmit
the symbolx[n] =

√
Es corresponding to the binary digit ‘1’.

Then, the decision variable (15) at the FC is

r[n] =
√

Es

N∑

k=1

αk cos θe,k + Vr[n]. (19)

With equal prior probabilities on the bits, the FC makes an
error whenr[n] < 0. An exact expression for the average
BER can therefore be obtained by averaging the conditional
probability of error

Pe (α1, θe,1, . . . , αN , θe,N ) = Q
(√

2Es

N0

N∑

k=1

αk cos θe,k

)

(20)
over the joint distribution of(αk, θe,k), k = 1, . . . , N . How-
ever, this is a difficult task to perform even for a small value
of N . On the other hand, when the sizeN of the participating
sensor nodes is reasonably large we can simplify (20) by
applying a Gaussian approximation to the argument in (20).
In this paper, we use the Improved Gaussian Approximation
(IGA) technique suggested in [20]. As per [20], by defining
R =

√

2Es/N0

∑N
k=1 αk cos θe,k, an approximation to the

average of (20) is

P e ≈ 2

3
Q (E[R]) +

1

6
Q
(

E[R] +
√

3
√

E[R2] − E[R]2
)

+
1

6
Q
(

E[R] −
√

3
√

E[R2] − E[R]2
)

, (21)

where, using (17) and (18),

E[R] =

√

2Es

N0

N∑

k=1

√

πΩk

4

√

γpΩk

1 + γpΩk
(22)

and E[R2] =
2Es

N0

N∑

k=1

Ωk

[

1 + 2γpΩk

2
(
1 + γpΩk

)

]

+
πEs

2N0
×

N∑

k=1

N∑

j=1,j 6=k

√

γpΩ
2
k

1 + γpΩk

√

γpΩ
2
j

1 + γpΩj
(23)
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D. Sensors with Imperfect Detection

Now consider the case when the sensors trying to detect an
underlying random variable using conditionally independent
observations. Suppose that the sensors decide between two
hypothesisH0, represented by the bit ‘0’, andH1, represented
by the bit ‘1’ and send their decision to the FC. Let all sensors
have the same probability of false alarm,PFA, and probability
of miss detection,PM .

Assume thatH0 is the true hypothesis; the analysis when
H1 is true is similar. Letb ∈ DN be the vector of observations
transmitted by theN sensors, whereD = {−1, 1}. Sensors
that decide in favor ofH0 transmit a ‘−1’, and sensors that
make a false alarm transmit a ‘+1’. Let K be the number of
false alarms out of theseN sensors. Assuming identical false
alarm rates, we haveP (b) = (1 − PFA)N−KPK

FA. With this,
the average received SNR and the average BER can be derived
as follows.

1) Average Received SNR:Starting from (2) with xk[n] =
bk

√
Es, and following (15) and (16), we have

γDCP =
2Es

N0
E







∣
∣
∣
∣
∣

N∑

k=1

bkαk cos θe,k

∣
∣
∣
∣
∣

2






=
2Es

N0

{
N∑

k=1

E[α2
kcos2θe,k]E[b2

k]+

N∑

i=1

N∑

j=1,i6=j

E[αicosθe,i]E[αjcosθe,j ]E[bibj]

}

.

(24)

Note that the difference between (16) and the above equation
is that in the former, since identical data is sent by the
sensors,xk[n] = x[n] comes out of the summation and is
incorporated into the2Es

N0
coefficient. Also, (24) requires that

bi be independent of the channel between the sensors and the
FC, which is a reasonable assumption. UsingE

[
b2
k

]
= 1,

E [bibj ] = (1 − 2PFA)
2 for i 6= j, E[αi cos θe,i] from (17),

and E[α2
kcos2θe,k] from (18), a closed form expression for

γDCP can be obtained, similar to the previous subsection. The
details are omitted due to lack of space.

2) Average Probability of Error:We start from (2) with
xk[n] = bk

√
Es and follow a procedure similar to the previous

subsection. WhenH0 is true, an error occurs in the decision
if r[n] > 0, i.e., if Vr[n] > −√

Es

∑N
k=1 bkαk cos θe,k. The

average BER is then

Pe (b1, α1, θe,1, . . . bN , αN , θe,N ) =

1 −Q
(√

2Es

N0

N∑

l=1

blαl cos θe,l

)

. (25)

An exact expression for the average BER can be obtained by
averaging (25) over the joint distribution of(bk, αk, θe,k) , k =
1, . . . , N . To simplify the analysis, we further assume that
the statistics of the individual channels from the FC to the
sensors are i.i.d. Then, fori = 1, 2, . . . , N , E[αi

2cos2 θe,i] =

E[α2cos2 θe], E[αi cos θe,i] = E[α cos θe], and

Pe =

N∑

K=0

(
N

K

)

(1 − PFA)
N−K

PK
FA

(

1 − Eθe,α|b

(

Q
(√

2Es

N0

N∑

l=1

blαl cos θe,l

)))

(26)

whereK is the number of errors in the vectorb and bl thus
depends on the value of is now actually a function of K.

Upon definingR1 =
√

2Es

N0

∑N
l=1 blαl cos θe,l, and using the

IGA for obtaining Eθe,α|b [Q (R1)], we have (34) and (35).
Note that (35) follows from the fact that the number of ‘−1’s
and ‘+1’s in b areK and(N − K) respectively. The average
probability of error can now be obtained by substituting (35)
in (34) and substituting the resulting expression in (26). Note
thatE[α cos θe] andE[α2cos2 θe] are given by (17) and (18)
for a Rayleigh fading channel. Note also that the probability
of error in (26) is conditional onH0 being true, i.e., it is the
overall probability of false alarm.

If the probability of miss detection is represented byPM ,
then whenH1 is true, the average overall probability of missed
detection can be similarly derived to be

Pe =
N∑

K=0

(
N

K

)

(1 − PM )N−KPM
K

Eθe,α

(

Q
(√

2Es

N0

N∑

l=1

blαl cos θe,l

))

. (27)

Closed-form expressions for the expectation term above can
be derived using the IGA in a similar manner as above. The
details are omitted here to avoid repetition.

IV. PERFORMANCEANALYSIS OF CENSORING SENSORS

We shall now analyze two schemes, CS-C1 and CS-C2,
in which the sensors are constrained to transmit only when
the channel is sufficiently good. The intuition behind such
schemes is that sensors that are in a bad channel state
contribute very little to the overall decision. So, the question is,
can one not improve the performance if the sensors save their
power when the channel state is bad, and transmit at a higher
power (or, if larger number of sensors are deployed to maintain
the same total transmit power) compared to the non-censoring
case when the channel state is good? Both schemes considered
here are distributed, and are comparable to the previous section
in the sense that the total average transmit power across the
sensors is maintained the same as with no censoring. In the
first scheme (CS-C1), the sensors transmit only when the
estimated channel gain is above a certain threshold. However,
when they do transmit, they boost their power by the inverse of
the probability of transmission to make the average transmit
power per sensor the same as in the non-censoring case. In
the second scheme (CS-C2), the sensors again transmit only
when the estimated channel gain exceeds a threshold, but the
number of sensors are increased so that, on an average, the
same number of sensors transmit as in the non-censoring case.
Here, the transmit power is not boosted since on an average
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N of these sensors will transmit keeping the average total
power the same as in the non-censoring case. Also, both
schemes employ a fixed transmit power at the sensors as long
as the channel statistics remain unchanged. The performances
of these two schemes in terms of average received SNR at the
FC are derived below.

A. CS-C1: Fixed number of sensors with power boosting

The same frame structure as in the non-censoring case is
considered here. WithNP pilot symbols, the complex-valued
channel estimate at sensork is

ĝk =
1

NP

√
EP

NP∑

n=1

rk[n] = gk+
1

NP

√
EP

NP∑

n=1

ηk[n] = gk+νk,

(28)
where rk[n] = gk + ηk[n] and νk ∼ CN (0, N0/EP NP ).
Writing gk = αkejθk , ĝk = α̂kejθ̂k , and pre-multiplying
(28) by e−jθk , we haveα̂kej(θ̂k−θk) = αk + νke−jθk . Note
that νke−jθk andνk have the same distribution, andνke−jθk

and αk are independent. Letwk = νke−jθk = wk
1 + jwk

2 ,
θe,k = θ̂k − θk, and α̂kejθe,k = Xk

1 + jXk
2 . Then Xk

1 =

αk + wk
1 , Xk

2 = wk
2 , andwk

1 , wk
2 ∼ N

(

0, N0

2EP NP

)

. Writing

σ2 , N0

2NP
, we have, using a polar coordinate transformation

of Xk
1 = α̂k cos θe,k andXk

2 = α̂k sin θe,k,

fα̂k,θe,k|αk
(R, θ) =

R

2πσ2
e−

R2−2Rαk cos θ+α2
k

2σ2 . (29)

With a transmission policy that sensork will transmit only if
its estimated channel gain is above a certain thresholdT , the
decision variable at the FC is

z[n] =

N∑

k=1

xk[n] 1{α̂k>T}αk cos θe,k
︸ ︷︷ ︸

,zk

+ η[n]
︸︷︷︸

∼CN(0,σ2
N)

,

=

N∑

k=1

xkzk + η, (30)

wherexk = bk

√
Es,k is the modulation symbol withbk = ±1

and Es,k is the energy per symbol transmitted at the sensor
k, σ2

N is the variance of the noiseη[n] added at the FC, and
the time index is dropped since it does not affect the analysis
that follows. Thus, the average received SNR,γ̄CS,1, is

γ̄CS−C1 =
1

σ2
N

E

[
N∑

k=1

Es,kb2
kz2

k +

N∑

k=1

N∑

j=1,k 6=j

√

Es,kEs,jbkbjzkzj

]

. (31)

Since the sensork transmits only when the estimated channel
gain α̂k is above the thresholdT , the energy per modulation
symbol is scaled such that the average power constraint on
that sensor is satisfied. That is,Es,k = Es/pT,k, wherepT,k =
Prob{α̂k > T } is the probability of transmission at sensork.

For Rayleigh fading channels,

Prob{α̂k > T } =

∫ ∞

T

fα̂k
(x) dx =

∫ ∞

T

2xe
− x2

Ωk+2σ2 dx

Ωk + 2σ2

= exp

(

− T 2

Ωk + 2σ2

)

. (32)

Then, we have

γ̄CS−C1 =

N∑

k=1

EsE
[
z2

k

]

σ2
NpT,k

+

N∑

k=1

N∑

j=1,j 6=k

EsE [bkbj ] E [zk] E [zj]

σ2
N

√
pT,kpT,j

. (33)

The first and second moments ofzk for the Rayleigh fading
channel are evaluated in Appendix-C and are obtained from
(46) and (47) as shown in (36) and (37), whereΓ(x, n) =
∞∫

x

e−uun−1du/Γ(n) is the incomplete Gamma function [26].

A closed form expression for average received SNR at the FC
can now be obtained by using (36) and (37) in (33).

B. CS-C2: Variable number of fixed-power sensors

Substituting (32) in (4), the required number of sensors
with Rayleigh fading channels, a transmission threshold of
T , and the channel estimation scheme as in (28) is NR =⌈

Neff exp
(

T 2

Ωk+2σ2

)⌉

, whereNeff is the average number of
sensors which transmit.

The average received SNR at the FC has a similar expres-
sion as (33):

γ̄CS−C2 =
Es

σN
2

[
NR∑

k=1

E
[
zk

2
]
+

NR∑

k=1

NR∑

j=1,j 6=k

E [bkbj ] E [zk] E [zj ]

]

. (49)

V. PERFORMANCEANALYSIS OF VARIABLE POWER

ALLOCATION SCHEMES

We now analyze the performance of the two variable power
transmission schemes described in SectionII-B, in which the
sensors transmit at a power that is a function of the estimated
channel gain. The schemes described here are distributed and
the average transmit power at the sensors is maintained the
same as the (constant) instantaneous transmit power in the
DCP scheme. In the first scheme (MRT), the transmit power is
proportional to the square of the estimated channel gain. Inthe
second scheme, the transmit power is inversely proportional
to the square of the estimated channel gain. At first glance,
one would expect the variable power allocation schemes to
perform better than the DCP scheme. This is because they use
both the estimated gain and phase of the channel to manage
their available power more efficiently. In MRT, the power is
managed such that sensors transmit with higher power when
their gains to the fusion center are higher. In TCI, the sensors
ensure that if they transmit, it is such that their decisionsarrive
at the FC with equal power, which is desirable. Interestingly,
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Eθe,α|b [Q(R1)] ≈ 2

3
Q(E[R1]) +

1

6
Q
„

E[R1] +
√

3
q

E[R2
1] − E[R1]

2

«

+
1

6
Q
„

E[R1] −
√

3
q

E[R2
1] − E[R1]

2

«

, (34)

whereEθe,α|b[R1] =

s

2Es

N0
(2K − N) E[α cos θe], and Eθe,α|b[R

2
1] =

2Es

N0

“

NE[α2cos2 θe] +
“

(2K − N)2 − N
”

E[α cos θe]2
”

. (35)

E[zk] =
p

Ωk

∞
X

ℓ=0

Γ
`

ℓ + 3
2

´

Γ
“

T2

2σ2 , ℓ + 3
2

”

ℓ!

 

1

1 + Ωk

2σ2

!ℓ+2„
Ωk

2σ2

«ℓ+ 1
2

, (36)

E
ˆ

z2
k

˜

= Ωk

∞
X

ℓ=0

1

2

Γ (l + 2)

ℓ!

„

Ωk

2σ2

«ℓ
 

1

1 + Ωk

2σ2

!ℓ+2 "

Γ

„

T 2

2σ2
, ℓ + 1

«

+

„

Ωk

2σ2

«

 

1

1 + Ωk

2σ2

!

Γ

„

T 2

2σ2
, ℓ + 2

«

#

. (37)

γMRT =
1

σ2
N

2

4

N
X

k=1

E
ˆ

x2
k

˜

 

Ω2
k

2

 

4 +
1

Ωk

2σ2

!!

+
N
X

j=1

N
X

i=1,i6=j

E [xixj ] ΩiΩj

3

5

=
1

σ2
N

2

4

N
X

k=1

P0,kE
ˆ

b2k
˜

 

Ω2
k

2

 

4 +
1

Ωk

2σ2

!!

+
N
X

j=1

N
X

i=1,i6=j

E [bibj ]
p

P0,iP0,jΩiΩj

3

5

=
P̄

σ2
N

2

6

4

N
X

k=1

Ωk

2

 

1 + 4Ωk

2σ2

1 + Ωk

2σ2

!

+
N
X

j=1

N
X

i=1,i6=j

E [bibj ]
p

ΩiΩj

v

u

u

u

t

 

Ωi

2σ2

1 + Ωi

2σ2

!

0

@

Ωj

2σ2

1 +
Ωj

2σ2

1

A

3

7

5
. (38)

γ̄TCI =
1

σ2
N

E

2

4

˛

˛

˛

˛

˛

N
X

i=1

p

P (α̂i)biαi cos θe,i

˛

˛

˛

˛

˛

2
3

5

=
1

σ2
N

2

4

N
X

i=1

E
ˆ

P (α̂i) αi
2cos2θe,i

˜

+
N
X

i=1

N
X

j=1,j 6=i

E [bibj ] E
h

p

P (α̂i)αi cos θe,i

i

E

»

q

P (α̂j)αj cos θe,j

–

3

5 . (39)

E
ˆ

αk cos θe,k

˜

=

s

γp

4π

+1
Z

−1

1√
1 − t2

E
h

γke−γks(1+t)
i

dt + s

s

γp

4π

+1
Z

−1

p

1 − t2E
h

γ2
ke−γks(1+t)

i

dt

= −1

2

s

γp

π

+1
Z

−1

dt√
1 − t2

dLγk
(u)

du
|u=s(1+t) +

γp

4

s

γp

π

+1
Z

−1

p

1 − t2
d2Lγk

(u)

du2
|u=s(1+t) dt. (40)

E
ˆ

αk cos θe,k

˜

=

√
Ωk

2

s

γpΩk

π

+1
Z

−1

1√
1 − t2

„

1

1 + sΩk(1 + t)

«2

dt +
γpΩk

√
Ωk

4

s

γpΩk

π

+1
Z

−1

p

1 − t2
„

2

(1 + sΩk(1 + t))3

«

dt. (41)

I(αk) =
γpα2

k

π

π
Z

x=0

1

sin2 x

π−x
Z

θ=0

cos 2θ sin 2θe
−

γpα2
k

sin2 θ

sin2 x dθdx =
γpα2

k

π

π
Z

x=0

1

sin2 x

sin2 x
Z

t=0

(1 − 2t)e
−

γpα2
k

t

sin2 x dt dx (with t = sin2 θ)

=
1

π

π
Z

x=0

1

γpα2
k

»

γpα2
k

“

1 − e−γpα2
k

”

+ 2
“

e−γpα2
k + γpα2

ke−γpα2
k − 1

”

sin2 x

–

dx = 1 − 1 − e−γpα2
k

γpα2
k

. (42)

mk(n) =

Z ∞

αk=0

Z ∞

α̂k=0

Z π

θe,k=−π

αn
k

“

1{α̂k>T}

”n
cosnθe,k fαk

(αk) f α̂k,θe,k|αk

`

α̂k, θe,k

´

dα̂kdαkdθ

=

Z ∞

αk=0
αn

k fαk
(αk)

"

Z ∞

α̂k=T

»Z π

θ=−π

cosnθf α̂k,θe,k|αk
(α̂k , θ) dθ

–

dα̂k

#

dαk . (43)

it will turn out that the MRT scheme outperforms the DCP
scheme, which outperforms the TCI scheme. We now derive
expressions for the average received SNR at the FC for these
two schemes.

A. Maximum Ratio Transmission

The power allocation at a given sensor is given by (6).
The sensors are constrained by an average powerP̄ , i.e.,
E
[
|
√

P0,kα̂k|2
]

= P̄ at sensork. Thus the sensor power level
P0,k is given by

P0,k =
P̄

Ωk + 2σ2
, (50)
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S (αk, 1, T ) = e
−

α2
k

2σ2

Z ∞

α̂k=T

x

σ2
e
− x2

2σ2

∞
X

ℓ=0

x2ℓ+1α2ℓ+1
k

(σ2)2ℓ+122ℓ+1ℓ! (ℓ + 1)!
dx = e

−
α2

k
2σ2

∞
X

ℓ=0

α2ℓ+1
k

22ℓ+1ℓ! (ℓ + 1)!

Z ∞

T2

2σ2

e−y
“

p

2yσ2
”2ℓ+1

(σ2)2ℓ+1
dy

= e
−

α2
k

2σ2

∞
X

ℓ=0

α2ℓ+1
k

(2σ2)
2ℓ+1

2 ℓ! (ℓ + 1)!
× Γ

„

T 2

2σ2
,
2ℓ + 3

2

«

Γ

„

2ℓ + 3

2

«

, (44)

S (αk, 2, T ) =

Z ∞

α̂k

α̂k

2σ2
e
−

α̂2
k
+α2

k
2σ2

»

I0

„

α̂kαk

σ2

«

+ I2

„

α̂kαk

σ2

«–

dα̂k

= e
−

α2
k

2σ2

∞
X

ℓ=0

1

2

(αk)2ℓ

ℓ!(2σ2)ℓ
Γ

„

T 2

2σ2
, ℓ + 1

«

+ e
−

α2
k

2σ2

∞
X

ℓ=0

1

2

(αk)2ℓ+2

(ℓ + 2)!ℓ!(2σ2)ℓ+1
Γ

„

T 2

2σ2
, ℓ + 2

«

Γ(ℓ + 2). (45)

E[zk] =

Z ∞

αk=0
αkfαk

(αk) S (αk , 1, T ) dαk =
∞
X

ℓ=0

Γ
“

2ℓ+3
2

”

Γ
“

T2

2σ2 , 2ℓ+3
2

”

(2σ2)
2ℓ+1

2 ℓ! (ℓ + 1)!

Z ∞

t=0
e−t

„

2σ2Ωk

Ωk + 2σ2

«

1

Ωk

tℓ+1

„

2σ2Ωk

Ωk + 2σ2

«ℓ+1

dt

=
∞
X

ℓ=0

Γ
“

2ℓ+3
2

”

Γ
“

T2

2σ2 , 2ℓ+3
2

”

(2σ2)
2ℓ+1

2 ℓ! (ℓ + 1)!

1

Ωk

„

2σ2Ωk

Ωk + 2σ2

«ℓ+2

Γ(ℓ + 2) =
p

Ωk

∞
X

ℓ=0

Γ
`

ℓ + 3
2

´

Γ
“

T2

2σ2 , ℓ + 3
2

”

ℓ!

 

1

1 + Ωk

2σ2

!ℓ+2„
Ωk

2σ2

«ℓ+ 1
2

. (46)

E
ˆ

z2
k

˜

=

Z ∞

0
(αk)2fαk

(αk) S (αk, 2, T ) dαk

=

Z ∞

αk=0
(αk)2fαk

(αk)e
−

α2
k

2σ2

∞
X

ℓ=0

1

2

(αk)2ℓ

ℓ!(2σ2)ℓ
Γ

„

T 2

2σ2
, ℓ + 1

«

dαk +

Z ∞

αk=0
(αk)2fαk

(αk)e
−

α2
k

2σ2

∞
X

ℓ=0

1

2

(αk)2ℓ+2

(ℓ + 2)!ℓ!(2σ2)ℓ+1
Γ

„

T 2

2σ2
, ℓ + 2

«

Γ(ℓ + 2)dαk

=
∞
X

ℓ=0

1

2Ωk

Γ
“

T2

2σ2 , ℓ + 1
”

ℓ!(2σ2)ℓ

„

2Ωkσ2

Ωk + 2σ2

«ℓ+2

Γ (l + 2) +
∞
X

ℓ=0

1

2Ωk

Γ
“

T2

2σ2 , ℓ + 2
”

ℓ!(2σ2)ℓ+1

„

2Ωkσ2

Ωk + 2σ2

«ℓ+3

Γ(ℓ + 2)

= Ωk

∞
X

ℓ=0

1

2

Γ (l + 2)

ℓ!

„

Ωk

2σ2

«ℓ
 

1

1 + Ωk

2σ2

!ℓ+2 "

Γ

„

T 2

2σ2
, ℓ + 1

«

+

„

Ωk

2σ2

«

 

1

1 + Ωk

2σ2

!

Γ

„

T 2

2σ2
, ℓ + 2

«

#

. (47)

Eθe,α̂|α

»

1

α̂
cos θe

–

=

Z ∞

αmin

Z π

π

1

α̂
cos θefθe,α̂|α (α̂, θe) dθedα̂ =

Z ∞

αmin

1

σ2
e
−α2+α̂2

2σ2 I1

„

αα̂

σ2

«

dα̂

= e
− α2

2σ2

∞
X

l=0

(α)2ℓ+1

ℓ! Γ (ℓ + 2) (2σ2)ℓ+1
Γ

„

α2
min

2σ2
, ℓ + 1

«

Γ (ℓ + 1) . (48)

since E[|α̂k|2] = Ωk + 2σ2, whereσ2 = N0

2EP NP
as in the

previous section. The received signal at the fusion center is
given by (7). Dropping the time indexn, the decision statistic
at the fusion center is given by

yR =

N∑

k=1

xkα̂kαk cos θe.k + ηR[n] (51)

Then, the average received SNR at the FC is

γMRT =
E
[

|∑N
k=1 xkα̂kαk cos θe,k|

2
]

σ2
N

(52)

whereσ2
N is the variance of the real part of the noise at the

FC. Writing αkα̂k cos θe,k = uk,

γMRT =
1

σ2
N

E

[
N∑

k=1

x2
ku2

k

]

+ E





N∑

j=1

N∑

i=1,i6=j

xixjuiuj





=
1

σ2
N

N∑

k=1

E
[
x2

k

]
E
[
u2

k

]
+

N∑

j=1

N∑

i=1,i6=j

E [xixj ]E [ui]E [uj ] . (53)

Observe thatuk =
rk+r∗

k

2 , whererk = gkĝ∗k andgk = αkejθk

and ĝk = α̂kejθ̂k . ĝk is the estimated channel gain given by
ĝk = gk+wk wherewk is the estimation error that is circularly
symmetric Gaussian with variance2σ2 and is independent of
gk. SinceE[rk] = E[gk(gk+wk)∗] = E[|gk|2] = Ωk = E[r∗k],
we have

E[uk] =
2Ωk

2
= Ωk. (54)

Next, we computeE
[
u2

k

]
.

E[u2
k] = E

[

(rk + r∗k)
2

4

]

=
E
[
r2
k

]
+ E

[

(r∗k)
2
]

+ E
[
|rk|2

]
+ E

[
|r∗k|2

]

4
. (55)

Now, E[r2
k] = E[g2

k(g∗k + ν∗
k)2] = E[|gk|4] = 2Ω2

k = E[(r∗k)2]
and E[|rk|2] = E[|gk|2(gk + νk)(g∗k + ν∗

k)] = E[|gk|4] +
E[|gk|2]E[|νk|2] = 2Ω2

k + Ωk2σ2 = E[|r∗k|2]. Upon using
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these two in (55), we have

E[u2
k] =

2E[r2
k] + 2E[|rk|2]

4
= Ω2

k

(

2 +
σ2

Ωk

)

. (56)

Using equations (54) and (56) in (53), we haveγMRT shown
in (38).

B. Truncated Channel Inversion

We now analyze the performance of TCI in SectionII-B2.
The power allocation scheme at the sensori is given by (8).
With channel estimation, the average power constraintP̄ , the
fading thresholdαmin, and the sensor power levelP0 are
related, using (8), as

P̄ =

∫ ∞

αmin

P0

α̂2
k

× 2α̂ke
−

α̂2
k

Ωk+2σ2

Ωk + 2σ2
dα̂ =

P0Ei

(
αmin

2

Ωk+2σ2

)

Ωk + 2σ2
, (57)

where Ei (x) ,
∫∞

x
e−t

t dt is the exponential integral func-
tion [26]. The value ofP0 for a given value ofαmin and P̄
can be obtained from (57).

With the transmission strategy in (8), the average received
SNR at the FC is given by (39). A closed form expression for
γ̄TCI can be obtained using (78) for E

[
P (α̂i)αi

2cos2θe,i

]

and (79) for E
[√

P (α̂i)αi cos θe,i

]

, from Appendix-D,
in (39). If the channels from theN sensors to the FC are
i.i.d., and if the observations are identical, (39) simplifies to

γ̄TCI =
1

σ2
N

[

NE
[
P (α̂)α2cos2θe

]
+

N (N − 1)
(

E
[√

P (α̂)α cos θe

])2
]

. (58)

The performance of TCI for various fixed values ofαmin as
well as with the optimum value ofαmin will be illustrated in
the next section.
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Fig. 2. Distribution of the phase error at a given sensor nodeon Rayleigh
fading channels.
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Fig. 3. Probability of signal corruption by a sensor node at the FC due to
imperfect phase estimation in the downlink.

1 2 3 4 5 6 7 8 9 10

0

2

4

6

8

10

12

14

16

18

Number of Nodes

N
or

m
al

iz
ed

 A
ve

ra
ge

 R
ec

ei
ve

d 
S

N
R

 (
dB

)

 

 

Avg. Received Pilot SNR = 0 dB
Avg. Received Pilot SNR = 5 dB
Avg. Received Pilot SNR = 10 dB
Avg. Received Pilot SNR = 20 dB
Ideal DCP
Average Received Pilot SNR = 0 dB, p

f
 = p

m
 = 0.1

Marker: Theory
Line: Simulation

Fig. 4. Average received SNR at the FC versus the number of sensor nodes,
parameterized by the downlink pilot SNR, simulation results are compared
with analytical values for i.i.d. Rayleigh fading channels.

VI. RESULTS AND DISCUSSION

The CDF of the phase error at the sensor nodes is plotted
in Fig. 2 for various values of the average received pilot
SNR. As an illustration, increasing the received pilot SNR
from 0dB to 10dB improves the probability that the phase
error is less than40o by about thirty percent. The probability
of signal corruption at the FC,PSC , is calculated as derived
in SectionIII-B and is plotted in Fig.3. A Rayleigh fading
channel as well as Rician fading channels with Rice factors
of 0, 5 and 10dB are considered. From Fig.3, we notice an
inverse linear relationship ofPSC with the average received
pilot SNR (with unit slope at high SNR) at the sensor node
for Rayleigh fading channels, as would be expected from (14).
On the other hand, when a strong line-of-sight component is
present, the signal corruption probability decays exponentially
with the received pilot SNR.

The normalized average received SNR is plotted in Fig.4
as a function of the number of sensor nodes participating in
the data transmission phase. To simplify the simulation setup,
we assume i.i.d. Rayleigh fading in the rest of this section.
For various values of the received pilot SNR, the theoretical
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Fig. 5. Average bit error probability at the FC for Rayleigh fading channel.
The average received data SNR = -10dB. The IGA of (21) agrees very well
with the simulation results.
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Fig. 6. Average received SNR at the FC for CS-C1 and CS-C2.

average SNR analyzed in SectionIII-C1 is compared against
the Monte-Carlo simulations, and we see an excellent match
between the two. We also see an excellent match in the
theoretical and simulation-based values of average SNR when
the sensor observations could be in error with probability0.1,
with average received pilot SNR =0dB.

The average BER obtained from the expressions derived in
SecIII-C2 is compared in Fig.5 against the BER obtained via
Monte-Carlo simulations. The average data SNR,Es/N0, is
set to−10 dB and the pilot SNR is varied from0 to 20 dB.
For comparison, performance of ideal DCP (i.e., perfect phase
estimation at the sensors) is also shown as a function of the
number of sensor nodes. Also, the performance of DCP when
the sensors’ observations could be in error with probability 0.1
is plotted for the case when the pilot SNR is0dB. We see the
IGA is accurate over the range of pilot SNR and the size of
the sensor cluster. Further, the performance gap between ideal
DCP and pilot-based DCP is virtually closed with a pilot SNR
of 20dB.

Next, the performance of the censoring-based transmis-
sion schemes in terms of average SNR received at the FC
considered in sectionIV is plotted in Fig.6. We compare
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Fig. 7. Average BER at the FC using censoring at the sensors for various
operating SNRs, parameterized by the threshold.
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Fig. 8. Average SNR at the FC using variable power allocationschemes at the
sensors. The average SNR with baseline DCP is also plotted for comparison.

the performance of CS-C1 and CS-C2 and also validate the
analytically derived expressions for the average receivedSNR
at the FC in (33). We set the number of sensors participating
in CS-C1 and the average number of transmitting sensors
in CS-C2 as ten. With the threshold set to zero, CS-C1
corresponds to the baseline DCP. We see that there is a very
slight increase in the received SNR with increase in threshold
till a certain threshold is reached. Thereafter, the average SNR
starts to decrease since few sensors cross the threshold for
very high thresholds, and hence the events where no sensor
transmits starts to dominate the performance. We see that the
theoretically derived values match with the simulated values,
thus validating our analysis. We do not compare the CS-C2
curves with the corresponding analytically derived valuesas
it involves evaluating the same terms as in CS-C1. The graph
of average SNR due to CS-C2 is not a smooth curve because
of the ceiling function in (4), due to which the number of
sensors increases in a step-wise manner as the threshold is
increased. The performance improves as compared to the no
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Fig. 9. Average BER at the FC using variable power allocationschemes at
the sensors.

censoring scheme because the total number of cooperating
sensors is being increased with increasing threshold resulting
in better system performance. However, for a fixed value of
Neff , as expected, the received SNR decreases with increasing
threshold. We compare the two schemes in terms of the BER
at the FC in Fig.7. We set the data SNR,Es

N0
to −5dB. We

can draw similar conclusions about CS-C1 and CS-C2 as from
Fig. 7.

In Figs. 8 and 9, we compare the performance of the two
variable power allocations discussed in SecV. We consider ten
sensors which participate in transmission. We compare these
schemes with the baseline DCP. We see that MRT performs the
best. The performance with TCI is shown for different fixed
thresholdsαmin. It is seen that the performance increases with
threshold for a given pilot SNR and then starts to degrade.
The initial performance improvement is because sensors do
not expend power trying to invert bad channel states, thus
saving power to transmit on the good channel states. The
performance degradation at high threshold values is because
the probability that no sensor transmits becomes significant
and starts to dominate. When no sensor transmits, the received
SNR will be zero, and the probability of error will be0.5.
Hence, an appropriate threshold must be chosen as function of
the pilot SNR to obtain optimal performance. The performance
obtained by such an optimal threshold, separately optimized
for maximum received SNR and for minimum BER (curves
labelled TCI with threshold optimized and optimized TCI
respectively) is also shown in the figures.

Finally, the performance and the relative merits of all the
schemes considered in this paper are qualitatively summarized
in TableI for the case of sensors with identical observations.

VII. C ONCLUSION

In this paper, we have analyzed the performance of various
transmission schemes on a pilot-assisted DCP system that
relies on uplink-downlink reciprocity via TDD signaling to
reduce the channel feedback required to achieve co-phased
transmission in a distributed manner. We derived expressions

Scheme
no.

Scheme
Acronym Description (Pros/Cons) Performance

1 DCP constant power transmission;
estimation of channel phase

baseline for
other schemes

2 CS-C1
constant power transmission
for a given threshold; channel
estimation at sensors

marginally
better than
DCP

3 CS-C2 same CS-C1; number of sen-
sors increases with threshold

strictly better
than DCP

4 TCI channel estimation at sensors;
power controlled transmission

inferior to
DCP

5 MRT same requirements as TCI superior to
DCP

TABLE I
QUALITATIVE COMPARISON OF DIFFERENT SCHEMES UNDER IDENTICAL

OBSERVATIONS

for the distribution of the phase error at the sensor nodes, the
probability of signal corruption at the FC due to imperfect
phase estimation at the sensors and the average received
SNR both for the case when the censors have a perfect
detection and imperfect detection. We showed an excellent
match between our proposed Gaussian approximation based
average BER against the Monte-Carlo simulations. We also
derived expressions for the average received SNR for a scheme
based on censoring sensors, as well as for the MRT and TCI
schemes, and validated them using Monte-Carlo simulations.
We showed that CS with DCP does not significantly improve
performance if the number of sensors transmitting is kept a
constant (CS-C1), while it leads to better performance if the
number of sensors is varied with the threshold, keeping the
average number of transmitting sensors fixed (CS-C2). We also
demonstrated that DCP with MRT improves performance both
in terms of averaged received SNR and BER, whereas with
DCP performs better than TCI in terms of average received
SNR. Thus, DCP is a promising technique for uplink commu-
nication from low-power sensors when they have correlated
data to transmit cooperatively at a fixed power level to a FC.

APPENDIX A
DERIVATION OF E [αk cos θe,k]

We write E [αk cos θe,k] = E [αkE [cos θe,k |αk]]. In [27],
the conditional expectationE [cos θe,k |αk] is derived as

E [cos θe,k |αk] = αk

√

γpπ

4
e−

γpα2
k

2 ×
[

I0

(

γpα
2
k

2

)

+ I1

(

γpα
2
k

2

)]

(59)

whereIn(x) is the modified Bessel function of the first kind
of ordern [26]. Using (59) and settings = γp/2, we simplify
E [αk cos θe,k] as

E [αk cos θe,k] =

√
sπ

2
E
[
γke−sγk [I0 (sγk) + I1 (sγk)]

]
.

(60)

From [26], using I0(z) = (1/π)
+1∫

−1

e−tz/
√

1 − t2dt and

I1(z) = (z/π)
+1∫

−1

e−tz
√

1 − t2dt, (60) is expressed as (40).
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For the Rayleigh fading channel, usingLγk
(u) = (1+uΩk)−1,

dLγk
(u)/du = −Ωk(1 + uΩk)−2, and d2Lγk

(u)/du2 =
Ω2

k(1 + uΩk)−3, we arrive at (41) after some simplification.

Upon using the identities [28]
+1∫

−1

dt(t + a)−2/
√

1 − t2 =

πa/((a2−1)
√

a2 − 1) and
+1∫

−1

(t+a)−3
√

1 − t2dt = π/(2(a2−

1)
√

a2 − 1), wherea > 1, in (41), we obtain

E [αk cos θe,k] =

√

πΩk

4

√

γpΩk

1 + γpΩk
. (61)

APPENDIX B
DERIVATION OF E

[
α2

k cos2 θe,k

]

Using cos2 θe,k = (1 + cos 2θe,k)/2,
E
[
α2

k cos2 θe,k

]
= Ωk/2 + E

[
α2

k cos 2θe,k

]
/2, and

E
[
α2

k cos 2θe,k

]
= E

[
α2

kE
[
cos 2θe,k |α2

k

]]
, we simplify

I(αk) , E
[
cos 2θe,k |α2

k

]
= E

[
cos 2|θe,k| |α2

k

]
as

I(αk) = E
[
cos 2|θe,k| |α2

k

]
=

π∫

0

cos 2θf
|θe,k|

∣
∣αk

(θ|αk)dθ.

(62)
Using the following representation off

|θe,k|
∣
∣αk

(θ|αk)

from [25]

f
|θe,k|

∣
∣αk

(θ|αk) =
e−γpα2

k

π
+

γpα
2
k sin 2θ

π
×

π−θ∫

0

e−
γpα2

k
sin2 θ

sin2 x

sin2 x
dx, 0 ≤ θ < π, (63)

in (62) we obtain

I(αk) =
e−γpα2

k

π

π∫

0

cos 2θdθ +
γpα

2
k

π

π∫

θ=0

cos 2θ sin 2θ

×
π−θ∫

x=0

e−
γpα2

k
sin2 θ

sin2 x

sin2 x
dx dθ. (64)

Using
π∫

0

cos 2θdθ = 0 and
π∫

θ=0

π−θ∫

x=0

=
π∫

x=0

π−x∫

θ=0

, (64) reduces to

(42). Using (42)

E
[
α2

k cos2 θe,k

]
=

Ωk

2
+

1

2
E
[
α2

kI(αk)
]

=
Ωk

2
+

1

2
E

[

α2
k − 1 − e−γpα2

k

γp

]

= Ωk − 1 − Lγk
(γp)

2γp

. (65)

For the Rayleigh fading channel, usingLγk
(u) = (1+uΩk)−1,

(65) simplifies to

E
[
α2

k cos2 θe,k

]
= Ωk

(

1 − 1

2
× 1

1 + γpΩk

)

. (66)

APPENDIX C
DERIVATION OF E [zk] AND E

[
z2

k

]

Let us recall thatzk = 1{α̂k>T}αk cos θe,k. Thekth moment
of zk, mk(n) = E [zn

k ], can be simplified as (43). De-
fine R (α̂k, αk, n) =

∫ π

θ=−π
cosnθf

α̂k,θe,k|αk
(α̂k, θ) dθ. Us-

ing (29), R (α̂k, αk, n) is simplified as

R (α̂k, αk, n) =

∫ π

θ=−π

cosnθα̂k

2πσ2
e−

[α̂2
k
+α2

k
−2αkα̂k cos θ]
2σ2 dθ

=
e−

[α̂2
k
+α2

k]
2σ2 α̂k

2πσ2

∫ π

θ=−π

cosnθe
α̂kαk cos θ

σ2 dθ. (67)

By expandingcosnθ in (67) in terms ofcosnθ, we have

R (α̂k, αk, 1) =
α̂k

σ2
e−

[α̂2
k
+α2

k]
2σ2 I1

(
α̂kαk

σ2

)

, and (68)

R (α̂k, αk, 2) =
α̂k

σ2
e−

[α̂2
k
+α2

k]
2σ2

∫ π

θ=−π

cos2θe
α̂kαk cos θ

σ2 dθ

=
α̂k

2σ2
e−

[α̂2
k
+α2

k]
2σ2

[

I0

(
α̂kαk

σ2

)

+ I2

(
α̂kαk

σ2

)]

, (69)

where, from [26],

In (x) ,

∫ π

−π

cosnθ exp (x cos θ)dθ

=
(x

2

)n ∞∑

l=0

(
x2

4

)l

Γ (l + 1)Γ (n + l + 1)
. (70)

Define

S (αk, n, T ) ,

∫ ∞

α̂k=T

R (α̂k, αk, n) dα̂k. (71)

Using (68), (69) and (70) in (71), we obtainS (αk, 1, T ) and
S (αk, 2, T ) as (44) and (45), respectively, whereΓ (x, n) =
∫∞

x

e−ttn−1

Γ (n)
dt is the incomplete Gamma function [26]. Using

(44) and (45) in (43), with fαk
(x) = 2x exp(−x2/Ωk)/Ωk,

x ≥ 0, E[zk] is obtained in (46). In (46), the third step was

obtained by substitutingt = x2
(

1
Ωk

+ 1
2σ2

)

. In a similar

manner,E[z2
k] is obtained in (47).

APPENDIX D
DERIVATION OF E

[
P (α̂i)α2

i cos2θe,i

]
AND

E
[√

P (α̂i)αi cos θe,i

]

Here, we derive expressions forE
[
P (α̂i)α2

i cos2θe,i

]
and

E
[√

P (α̂i)αi cos θe,i

]

. Since E
[
P (α̂) α2cos2θe

]
=

Eα

[
α2 Eθe,α̂|α

[
P (α̂) cos2θe

]]
, using (8) and (29),

we simplify Eθe,α̂|α

[
P (α̂) cos2θe

]
as (72)-(74).

Using (73) and (74) in (72), E
[
P (α̂)α2cos2θe

]
=

Eα

[
α2 Eθe,α̂|α

[
P (α̂) cos2θe

]]
is obtained as

E
[
P (α̂)α2cos2θe

]
= Eα

[
P0

2σ2
α2e−

α2

2σ2 (D0 + D1)

]

= F0 + F1, (80)

whereF0 andF1 are given by (75) and (76), respectively.
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Eθe,α̂|α

ˆ

P (α̂) α2cos2θe

˜

=

Z ∞

0

Z π

−π

1{α̂>αmin}
P0

α2

α̂2
cos2θefα̂,θe|α (α̂, θe) dθedα̂

=

Z ∞

αmin

P0
α2

2πσ2α̂
e
− α2+α̂2

2σ2

Z π

−π

cos2θee
−αα̂ cos θe

σ2 dθedα̂ =

Z ∞

αmin

P0
α2

2πσ2α̂
e
−α2+α̂2

2σ2

»

I0

„

αα̂

σ2

«

+ I2

„

αα̂

σ2

«–

dα̂

=
P0

2σ2
α2e

− α2
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We now evaluateE
[√

P0
α
α̂ cos θe

]
. The derivation fol-

lows along the lines presented above, so only the
key steps are shown here. SinceE
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α
α̂ cos θe

]
=
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[
Eθe,α̂|α
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α
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]]
, usingEθe,α̂|α [(1/α̂) cos θe] cal-

culated in (48), we findE
[√

P0
α
α̂ cos θe

]
in (77). In summary,

we have E
[√

P (α̂).α cos θe

]

and E
[
P (α)α2cos2θe

]
as

shown in (78) and (79), respectively.
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