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Abstract

This paper compares and analyzes the performance of distributed cophasing techniques for
uplink transmission over wireless sensor networks. We focus on a time-division duplexing
approach, and exploit the channel reciprocity to reduce the channel feedback requirement. We
consider periodic broadcast of known pilot symbols by the fusion center (FC), and maximum
likelihood estimation of the channel by the sensor nodes for the subsequent uplink co-phasing
transmission. We assume carrier and phase synchronization across the participating nodes
for analytical tractability. We study binary signaling over frequency flat fading channels, and
quantify the system performance such as the expected gains in the received signal-to-noise
ratio (SNR) and the average probability of error at the FC, as a function of the number of
sensor nodes and the pilot overhead. Our results show that a modest amount of accumulated
pilot SNR is sufficient to realize a large fraction of the maximum possible beamforming gain.
We also investigate the performance gains obtained by censoring transmission at the sensors
based on the estimated channel state, and the benefits obtained by using maximum ratio
transmission (MRT) and truncated channel inversion (TCI) at the sensors in addition to co-
phasing transmission. Simulation results corroborate the theoretical expressions and show
the relative performance benefits offered by the various schemes.
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Abstract—This paper compares and analyzes the performance
of distributed cophasing techniques for uplink transmisson over
wireless sensor networks. We focus on a time-division dupteng
approach, and exploit the channel reciprocity to reduce the
channel feedback requirement. We consider periodic broadast
of known pilot symbols by the fusion center (FC), and maximum
likelihood estimation of the channel by the sensor nodes fothe
subsequent uplink co-phasing transmission. We assume caer
and phase synchronization across the participating nodesof
analytical tractability. We study binary signaling over fr equency-
flat fading channels, and quantify the system performance sth as
the expected gains in the received signal-to-noise ratio KiR) and
the average probability of error at the FC, as a function of the
number of sensor nodes and the pilot overhead. Our results siw
that a modest amount of accumulated pilot SNR is sufficient to
realize a large fraction of the maximum possible beamformig
gain. We also investigate the performance gains obtained by
censoring transmission at the sensors based on the estimdte
channel state, and the benefits obtained by using maximum rat
transmission (MRT) and truncated channel inversion (TCI) & the
sensors in addition to co-phasing transmission. Simulatioresults
corroborate the theoretical expressions and show the relate
performance benefits offered by the various schemes.

Index Terms—Channel reciprocity, distributed co-phasing,
phase estimation errors, limited feedback, sensor censaor,
channel inversion.

|. INTRODUCTION

Recently, there has been a growing interest in the resea

community in the area of wireless sensor networks (WS

combining gain and improving the energy efficiency of the
sensor nodes. An initial investigation of the potentialngai
of DTB on non-fading channels is conducted Bj,[and the
feasibility of DTB on wireless fading channels is investigh
in [4]. In the context of wireless ad hoc and sensor networks,
the distribution of the virtual antenna array beam pattern
is studied in 5] for uniformly distributed nodes and in6]
for Gaussian distributed node&] [and [8] propose methods
for information-sharing among wireless and ad-hoc network
which then use DTB. The optimal transmission weights at the
sensors to maximize received SNR are found&h [n [9],
optimal power allocation for relays using DTB is considered
in a single-source-multiple-relay setup when perfect GSI i
available at all the transmitters and receivers. The optima
transmit weights when only second order statistics of the
channel state is available are found 0. [11] presents a
performance analysis of DTB with quantized feedback.
Some of the practical challenges that need to be overcome
in realizing the full potential of DTB are carrier-phase and
symbol synchronization across the sensor nodes, estimatio
of fading channel parameters for coherent detection at @e F
and energy efficient operation when the nodes are subjected
to a short-term power constraint. In the context of non-
fading channels,J] proposes a master-slave approach to time
synchronization. With a per-node long-term average trénsm
er constraint,4] extends the master-slave approach3h [
b wireless fading channels. Carrier phase synchronizatio

A WSN is loosely defined as a collection of wireless nodggiin two autonomous nodes is studied ite] and [13, and

dedicated to perform a specialized tasH, [[2]. Some of he jmpact of channel errors on the transmit beam pattern is
the f';lpp_hcatlons of WSNs include enwron_ment angl hab't?éported in 7]. A random phase adjustment by each sensor
monitoring, health care aspects such as patient monitandg oge for feedback-based control is studied 14]{ and [16]
disability as§|stance, home automation and secunty,m;{ualpropOses deterministic perturbation and a 1-bit feedback-
control and inventory management. . based approach, and performs a simulation based study of
The idea of distributed transmit beamforming (DTB) age schemes. Distributed beamforming with low-rate feedlba

a mechanism for cooperative communication from a set ghy the sensor nodes to the fusion node is considered
sensors to a fusion center (FC) has been explored by variqy§17) where the authors analyze the convergence behavior
researchers in the context of information transmissiorr ave ot 4 adaptive distributed beamforming scheme. 18,[the
correlated sensing field and over wireless ad hoc netw@ks [ thors analyze the convergence behavior of a class ofsing|

- [16]. With DTB, a cluster of densely deployed sensor nodgs; feedback-based phase alignment algorithms and propose
can act as a virtual transmit antenna array to transmiti@orovements to existing algorithms.

correlated observation to the FC, thereby providing cafitere |, this paper, we are interested in the comparative anal-

A portion of this work was presented at tiseh IEEE Sensor, Mesh and ySiS of dis_tribumd co-p-hasing (DCP) SyStemS'_ Our focus is
Ad Hoc Communications and Networks Conference (SECON 206gly. on analyzing the relative performance of various schemes



of transmission using the DCP approach and the effect of ,

channel estimation errors on the performance. We focus ong B Fio
a time-division duplexing (TDD) model to exploit the chahne = B oxa
reciprocity for acquiring channel knowledge at the trarisng time

nodes with minimal overhead. reduction. Note that channel
reciprocity requires well-calibrated transmit and reeeRF

chain components. Also, all the sensors and the FC need
to be carrier phase, frequency and timing synchronized. We | Fusion _Q Fusion _4

Center Center

estimate the channel at the transmitting nodes using a pilot \

signal from the receiver, which clearly requires a signifiba
smaller training and feedback overhead than, for example, a
frequency duplexing division approach. Y Y
Carrier phase and frequency synchronization of partieipat
ing terminals is a widely used assumption in the fields of
cooperative communications, distributed space-time rapdi
physical layer fusion-based literature. The effects obrsr /\/\/
in carrier phase and frequency synchronization and timing
synchronization on channel estimation in a reciprocalesyst
such as considered here are discussedijrarjd [19]. Master-
slave architectures to achieve carrier-phase synchrimizare Fig. 1. Per-node phase estimation via downlink broadcdst. piultiple
proposed and analyzed in3][and [4]. Schemes for synchro- access data transmission via uplink.
nization of two-sources are proposed it2], [13]. A master-
slave ping-pong based synchronization scheme is proposed
in [19. It is argued in §] that though it is challenging to (BER) at the FC based on an improved Gaussian approx-
achieve such synchronization, it is potentially feasiid that imation (IGA) [20]. Our short-term power constraint based
moderately large phase errors due to synchronization srregsults show that the actual achievable beamforming ga@s a
do not significantly affect the performance. Since our foisus betweer? to 3 dB below that of the gains reported i vhich
on the performance comparison of transmission schemes, &eploys power allocation across sensors. However, notatha
assume that such synchronization can be achieved using pawer allocation as in4] implies that one has to employ RF
of the above mentioned schemes. To achieve synchronizatiopmponents that can support a wide dynamic range of transmit
we consider a super-frame structure that contains a phasavers and that nodes need to have a mechanism for sharing
synchronization frame followed by multiple data frames. Wéhe power allocation information between them. In confrast
assume that one of the existing algorithms mentioned alsovdhie distributed co-phasing has the advantage that the nodes
used to achieve the necessary synchronization. Since ihertransmit at a fixed power, and can therefore be implemented
one synchronization frame every super-frame, the padticigp with relatively inexpensive RF components.
terminals carry out synchronization once every super€am Next, we analyze a scheme for DTB based on the censoring
The data frames within a super-frame contain downlink pilsensors approach. We constrain the sensors to transmit only
symbols (see Fidl), that are used to estimate the phase of thwehen the channel gain is sufficiently high. Our approach to
complex channel gain, followed by uplink data transmissiotensoring sensors is different from that 1], where the
from the sensors to the FC. The modeling and analysis s#nsors are censored based on the likelihood ratios. In our
synchronization induced errors is beyond the scope of thigodel, the sensors whose channels to the FC are in deep
paper and is relegated to future work. fades do not contribute significantly to the decision made at
The following are the main contributions of this papeithe FC. Hence, these sensors do not transmit and save their
We analyze and compare the performance of four schenpesver. We impose a long term but individual power constraint
for information transmission from the sensors to the FC amh the sensors. The sensors boost their power based on the
the effect of channel estimation errors on the performangeobability that they transmit at any given instant. We deri
The schemes differ in the power allocation and the way theljosed form expressions for the average received SNR for
exploit the estimated channel gains. The first two schemR@ayleigh fading channels. It is found, somewhat surpriging
are constant power allocation schemes, where whenever tivat the censoring sensors approach offers a very marginal
sensors transmit, they transmit at a fixed power. We temperformance improvement over the baseline DCP scheme.
the first scheme as the baseline distributed co-phasing YDCP The next two schemes allocate variable power per trans-
Here, we study the distribution of the channel phase estimat mitted symbol depending on the estimated channel gain at
error at the sensors and the probability of signal corrupéio the sensor. Here, we impose long-term power constraints at
the FC due to imperfect channel estimation. For simplicitthe each sensor. We focus on two popular schemes, namely,
we restrict the analysis to coherent binary modulation dhe maximum ratio transmission (MRT) and the truncated
independent Rayleigh fading channels, and derive closedtannel inversion (TCI) scheme. In MRT, sensors allocate
form expressions for the average received SNR. We presémir power proportional to the estimated channel powen,gai
a simple-to-evaluate expression for the average bit eatw rwhile satisfying an average power constraint. In TCI, the

a) Phase-1: DL Sounding b) Phase-2: UL Transmission



sensors allocate a power inversely proportional to thenegéid  information exchange between sensors. The models primaril

channel power gains, but do not transmit when the estimataiffer in the power at which they transmit their bits.

channel gain is below a certain threshold. We derive arallti

expressions for the average received SNR at the FC fdr Fixed Power Transmission Schemes

Rayleigh fading channels with MRT and TCIl. Monte-Carlo We consider two transmission schemes in which the sensors

simulations validate our analysis in all cases. transmit at a constant power whenever they transmit. This
The rest of this paper is organized as follows. In Seclion results in simpler and more efficient implementation of the

we introduce our system model. Performance analysis of tlrensmitter RF circuitry. We analyze the performance of¢he

DCP system is presented in Sectidh, wherein we derive two schemes separately in Sectidiisand IV for clarity of

expressions for the distribution of the phase error at thgesentation.

sensor nodes, the probability of signal corruption, theaye 1) Distributed Co-Phasing:n this model, we impose an

received SNR and the average probability of error. Expo@ssi instantaneous (or short-term) power constraint on theosens

for average received SNR are derived when the sensors cemsmte transmitters. Further, to reduce the modulator coxiiple

themselves based on the channel state in Sedtbnin we allow the sensors to compensate only for the channel

SectionV, expressions for average received SNR for TCI anghase. Thus, each sensor simply pre-rotates its bits with th

MRT are derived. Results and discussions are presentedestimated channel phasé@ and transmits the bits. With an

SectionVI, and conclusions are provided in Sectigh . average energy per modulation symbolif at each sensor,

the received signal at the FC duriig, data transmissions is

Il. SYSTEM MODEL

N
TR

We consider a sensing field deployed withsensor nodes. rin] = Zxk[n]e gk + Vinl, 2)
The observations across the sensor nodes, depending upon th =1 .
nature of the sensing field, can be described by a joint profd?€reén = Np +1,.... Np + Np, z[n] = b B, by, is the
bility distribution function. A binary modulation is empted Modulation symbol at sensér, ;. is the estimated downlink
to transmit the sensor observations to the FC. The sen§Bannel phase. Alsog[n]e 7 is the actual transmitted
nodes and the FC are all assumed to have a single transiifif@l from sensork, and V[n] is a zero-mean complex
and receive antenna. As discussed in Sectiowe assume Gaussian r.v. with a per-dimension variance g§/2. The
for analytical tractability, that the local oscillator ()@hases Model described in2) is formally referred to as distributed
of different nodes are synchronized and that the estimate@Phasing transmission. _
channel gains are corrupted by Gaussian noise only. This caf) C€Nsoring sensorsin this scheme, the sensors are
be achieved by adopting a super-frame structure conta’minq’lssumed to bg aware of the_ channel stat|st|cs._ They estimate
phase synchronization frame to periodically synchronie t e_channel_g_am, and transmit only yvhen the estlmated_ce_h_a_mn
LO phases of the sensors nodes against variations in te#gin is sufficiently good. We consider the two possibilities
perature and the environment; and employing the previoudiEntioned below; both options result in the same average
proposed master-slave techniques3h [4], [17]. réceived power at the FC. The average received power is made

We consider the reciprocal TDD system model iIIustrate%qual to that with the DCP described above, thus making the
in Fig. 1. Each data frame containsp pilot symbols sent Schemes directly comparable.
by the FC to the sensors in the downlink, followed by 6}1
simultaneous transmission from thé sensors, using DTB, the
over Np channel uses (i.e.Np data symbols are sent).
Assuming a narrow-band transmission between the sen
nodes and the FC, the low-pass equivalent complex-val
channel between théth sensor and the FC is denoted b
gr = ae?% whereqy, is the fade amplitude ané, is the

a) Case 1:In this scheme, referred to as CS-C1, we fix
number of sensors co-operating in the transmission, and
adjust the transmit powers such that each sensor consumes
gb same average power as with DCP. The sensors transmit
rjy when their estimated channel gain is above a threshold
. The sensors boost the power whenever they transmit, to
ensure that each sensor satisfies an average power canstrain

phase ofg;,. The channel is assumed to be quasi-static Ovengrther, similar to DCP, the sensors pre-rotate the tramhi

frame duration ofVp+ Np symbols, and varies independentl;pIt with :he fstllmattet(:] C:]:%nnﬁl tph;}set S0 tt::.at thﬁ symbols add
across the data frames. The channel gginsre assumed to up constructively at the L. Note that, in this scheme, 38nso

be independent, but not necessarily identically distatut use a fixed power (that depends @) when they transmit,

. . : : i.e., they do not employ dynamic power control.
By denotlng_the energy per_pllpt dsp, the received signal With x[n] as the transmitted bit at the senéothe received
at sensork during pilot transmission is

data signal at the FC is
re[n] = gxvVEp +mk[n] n=1,...,Np, 1) N .
r[n] = Z zr[n)1{a,>rre 7% gp + Vnl, 3

where n;[n] is a complex Gaussian noise random variable —

(r.v.) with zero-mean and variance per dimensionN\af/2.

We now describe four models for transmission of tgy Wheren = Np + 1,...,Np + Np, ax[n] = b/,

data bits. The four models have two things in common;ihe b, = £1 is the modulation symbol at sensér pr . is the
sensors cooperate to transmit their bits; and the schemdsecaprobability that the sensdr will transmit in a given time slot,
implemented in a completely distributed fashion, reqgin ¢, is the estimated channel gain the senkor




b) Case 2:In this scheme, referred to as CS-C2, thevhereP, anday,;, are chosen to satisfy the long term average
expected number of sensors that transmit at any given timpewer constraint. The received signal at the FC is given by
is kept constant. We assume that the channels from all N
sensors to the .FC have identical statistics. The tot.al numbe rn] = Z /P () brgre % + V [n], 9)
of sensors which are deployed, denotdt, is varied to o
keep the expected number of transm|tt_|ng sensors, deno\t,\%jereblC — 41 is a modulation symbol from the senspand
Ncyr, a constant. All the sensors transmit withh energy per f andV[n] are defined as earlier
modulation bit, thus keeping the average received powéreat g Ok '

FC the same as in case 1 above.

Given a channel gain threshold &f the number of sensors I1l. PERFORMANCEANALYSIS OF DISTRIBUTED

Ny required for maintaining the average number of transmit- CO-PHASING
ting sensors as at leadt. s, is given by The maximum likelihood estimate of the channel phase at
N sensor nodé;, using (), is given by p4]
eff
Np=|=0—— 4
r {Prob(dk > T)-‘ @ R (S {N%D Yol Tk[n]}
The received signal at the FC is ko= tan %{NLP fo;’l - [n]}
Ngr .
= sy I — gant ([ SI00 ok
Pl = Sl aeye o+ Vi ©) tan? (200, (10

k=1

where zy[n] = buy/Fs, b = +1 is a modulation symbol wherev; ,, andvg ;, are independent Gaussian r.vs each with

. NO
&y anddy are the estimated channel gain and channel pha§8r0 mean and varancgy, gy -

. P . B .
respectively, at thé-th sensor and in the current frame, ang.t?(:nd't'fone?. on tfh?hcharr:nel gam, t?e C;Brr:julatl\t/eddtl)s-
g0 andV[n] are defined as before. ribution function of the phase error at nodedenoted by

Oc 2 ). —0y, can be expressed, following the simplifications
in [25], as
B. Variable Power Allocation Schemes e .

We describe two schemes which employ power control af 2)=1— 1 e*%‘?;—mdﬁ 0<z<m (11)
the transmitting sensors based on the estimated chantel sta |6. . ||ax o
A long term transmit power constraint is imposed over the
sensors and the transmit powers are chosen to satisfy #Rerey, = EpNp/No is the pilot SNR.
constraint.

1) Maximum Ratio Transmission (MRT)n this scheme, A. Distribution of Unconditional Phase Error
sensors transmit at a power that is proportional to the squar
of the estimated channel gain. The proportionality corstgan
chosen to satisfy an average power constraint at each se
The received signal at the FC thus has a form similar to t
MRT scheme 22]. The power allocation scheme at sensgor
is given by

0

Let the channel fade power at sensor nddée denoted
by v« £ «?. We also denote the Laplace transform of the
f of v, as £,,(s) £ Ele=*"]. With this notation, the
tfconditional distribution of the absolute phase erroraten
k is obtained by integratingl() over the distribution ofy;, as
P (6&1) = Poyid?, (6) 1 r Y Tp sin? @
. : ﬂeck(df)—l——/E{e sin? ]dﬁ
where Py ; is chosen to satisfy a long term average power ’ ™ J

constraint. The received signal at the fusion center isrgive -
3,sin’z\ dj
:1—/,6% —— | — 0<z<m (12)

N
yln] = Z\/P(dk)bkefjekgk—l-‘/[n] ) sin’ 3 T
k=1
N For a Rayleigh fading channel,,(s) = 1/(1 + sQ),
= Zxk[n]ézke_jeev’“akJrV[n], (7) Wwhere Q, = E[a}], whereas for a Rician fading channel
k=1 with Rice factorK;, from [24], £, (s) = (1 + K;)/(1 +
Ki + sQp)e sk /(+Ki+s%) - and (12) can be evaluated

whereb, = £1 is the bit to be transmitted;, = /Fo ;b is
the modulation symbol from the sensbr 6. , = O — 0 is
the phase estimation error, ang, Oy andVn| are as defined N ) )
earlier. B. Probability of Signal Corruption
2) Truncated Channel Inversionn this model, the transmit ~ The contribution of the channel gain from noki¢o the FC
power at sensoi is given by R3] in the uplink direction isg,e~7%. Since we assume binary
P i g signaling in the uplink, the channel contribution to theidien
P(ar) = { & if &; > amin, 8) variable isay, cos(0), — 0) = ay, cos b, 1, Which is negative
0 else when |6, x| > /2. That is, keeping the noise contribution

accordingly.



at the FC aside, nodk causes signal corruption at the FGhe FC is

when |6, ;| > 7/2. This probability is denoted bys- and oF N
is obtained simply by using the CDF 6f ;. in (12) as Ypcp = NSE g cos O
0 k=1
Pse = PI’Ob(|9€7k| >m/2)=1- F\«%,kl@d” oF N N N
. /2 _ = NOS ZE [ai cos? 96,](}} + Z Z
_ 1 / ., ( .75 ) dg. (13) k=1 k=1j=1,j#k
T sin” 3
0 E o cos 0, k] E [orj cos GEJ]} . (16)

For a Rayleigh fading channel, usiny, (s) = (1 + sQ;) "},

the above evaluates to For Rayleigh fading channels, usin§1f from AppendixA,

we have

1 7pSk 8 Y
Por == 1-, /2% | 14 Elagcosle ] = — | ———=. 17
5C =3 < \ 1+7pﬂk> (1) o . 4\ T+7,0 40

and, using §6) from AppendixB,
Notice thatPs¢c solely depends on the average received pilot { 1 1
i ( )} )

SNR at the sensor nodes and the channel fade statisticst and a £ [ai cos? 967@ = O - —
high uplink data SNR, signal corruption has a dominant ¢ffec 2\ L4782
on the detection performance at the FC. Closed-form expressions for,p can then be obtained by

To calculate the average received SNR and BER at tH&Ng (L7) and (L8) in (16). .
FC, we consider two cases. When the sensors can detec Average Probability of Error:Let the sensors transmit
the common bit that they wish to coney to the fusion centfff€ Symbole[n] = V'E corresponding to the binary digit ‘1",
perfectly, all the sensors have the same bit to transmit.swh&nen, the decision variabld §) at the FC is
the sensors make imperfect decisions, they may have differe N
bits to transmit based on their local decisions. We assume r[n] = \/E_SZ g o8 Oe i + Vi [n). (19)
conditionally independent observations at the sensord, an k=1
that the individual probabilities of missed detection aatsé With equal prior probabilities on the bits, the FC makes an
alarmt are known and the same at all sensors. This model€#or whenr[n] < 0. An exact expression for the average
distributed detection scenario, where a FC uses the ingivid BER can therefore be obtained by averaging the conditional
decisions from a set of nodes to arrive at an overall decisidiobability of error
Here, we are effectively performing a physical layer fusidn 55
the individual sensor decisions, at the FC. P.(a1,0e1,...,an,0.n) = Q ( / Nos ZO"“ cos O 1,

k=1

(20)
over the joint distribution ofa, 0. 1), k = 1,..., N. How-
ever, this is a difficult task to perform even for a small value

We now find the average received SNR and the avera@e!V- On the other hand, when the sizeof the participating

probability of error when all the sensors have perfect dieger S€NSor nodes is reasonably large we can simpli§) oy
i.e., they have the same bit to send to the FC. applying a Gaussian approximation to the argument2i)). (

. - In this paper, we use the Improved Gaussian Approximation
1) Average Received SNRhe test statistic at the FC, from(IGA) technique suggested i2q]. As per 0], by defining

C. Sensors with Perfect Detection

@), 1 R = \/2E,/No Y1, a cos ., an approximation to the
N average of Z0) is
_ — 350 — 2 1
ol o= % {@x[nl%e § V[”]} P. ~ ZQ(EIR)+5Q(EIR+ V3VER] - E[RP)
N 1
— — 2] 2
— 2] S acos b + Viln), (15) +5Q (BIR) - V3VETR - FIRT) (21)
k=1 where, using 17) and (L8),
N —
where V,.[n] is a real Gaussian random variable with zero E[R] = [2E Z [ VpSl (22)
mean and varianc&/, /2. Assuming spatial independence of Ny = 4 1+7%,0%
the channels across the sensors, the average received SNR at op. N B L +27 0 5
and B = o3| tos |+ o
1A missed detection occurs when a sensor detects a binarys‘HE @', 0 ( + Tp k) 0

and a false alarm occurs when it detects a binary ‘0’ as a ‘1’ N N = 2 ~ 02
2|t is straightforward to show that under our system moded, ridal part Z Z Tp* ik Tpitj (23)

of the signal is sufficient for BPSK signal detection, sinke sensors do not 1+%,%\ 1+7,9;

transmit any training symbols to the fusion center. k= P P

1j=1,j#k



D. Sensors with Imperfect Detection Ela?cos?0.], Ela; cosf,. ;] = E[acosf.], and

Now consider the case when the sensors trying to detect an NN NoK K
underlying random variable using conditionally indepeamde Pe= Z (K)(l — Pra) Pra
observations. Suppose that the sensors decide between two K=0 N
hypothesisi, represented by the bio", and H1, represented 2F
by the bit ‘1’ and send their decision to the FC. Let all sensors 1= Ep ap | Q No Z biay cos B,y (26)
have the same probability of false alarfy 4, and probability =1
of miss detectionpy,. where K is the number of errors in the vectérand b; thus

Assume thatH, is the true hypothesis; the analysis whefépends on the value of is now actually a function of K.
H, is true is similar. Leb € DV be the vector of observationsUpon definingR; = N biay cos ., and using the
transmitted by theV sensors, wher® = {—1,1}. Sensors IGA for obtaining Egc_g@ [Q (Rl)], we have 84) and (35).
that decide in favor of{, transmit a “-1’, and sensors that Note that 85) follows from the fact that the number of-1’s
make a false alarm transmit a&1'. Let K be the number of and +1'sin b are K and (N — K) respectively. The average
false alarms out of thesd sensors. Assumlng identical falseprobability of error can now be obtained by substitutiBg)(
alarm rates, we hav®(b) = (1 — Ppa)™ % PE,. With this, in (34) and substituting the resulting expression i#6)( Note
the average received SNR and the average BER can be derved E|a cos 6] and E[a?cos? 0.] are given by {7) and (L9

as follows. for a Rayleigh fading channel. Note also that the probabilit
1) Average Received SNRStarting from @) with z,[n] = of error in 26) is conditional onH, being true, i.e., it is the
br/Es, and following (L5) and (L6), we have overall probability of false alarm.
If the probability of miss detection is represented By;,
9F N 2 then whenHl is trug, t_he average overall probability of missed
Ypcp = NS Zbkak cos O detection can be similarly derived to be
0 k=1 NN
N-K K
_2Bs {Z [aZcos?0. ]| E[b]+ e KZ:O (K) (1= Fa) Far
k=1 N
N Eee-,g <Q <1/ 2Es Zblal COs 9671>> . (27)
Z Elaycoste ;) Elajcosbe ;| Ebib; ]} - No =
i=1 j=1,i#j

Closed-form expressions for the expectation term above can
be derived using the IGA in a similar manner as above. The
details are omitted here to avoid repetition.

(24)

Note that the difference betweeh6] and the above equation

is that in the former, since identical data is sent by the

sensors,[n] = x[n] comes out of the summation and is V. PERFORMANCEANALYSIS OF CENSORING SENSORS

incorporated into thé— coefficient. Also, 24) requires that  \We shall now analyze two schemes, CS-C1 and CS-C2,

b; be independent of the channel between the sensors andifhghich the sensors are constrained to transmit only when

FC, which is a reasonable assumption. Usifigh;| = 1, the channel is sufficiently good. The intuition behind such
E[bb;] = (1 —2Ppa)?® for i # j, Elo;cosf.;] from (17), schemes is that sensors that are in a bad channel state

and E[a?cos?d. ;] from (18), a closed form expression forcontribute very little to the overall decision. So, the digsis,

¥ pcp Can be obtained, similar to the previous subsection. Tlean one not improve the performance if the sensors save their

details are omitted due to lack of space. power when the channel state is bad, and transmit at a higher

2) Average Probability of Error:We start from ) with ~power (or, if larger number of sensors are deployed to miainta
x1[n] = br/E; and follow a procedure similar to the previoughe same total transmit power) compared to the non-cergsorin
subsection. WhertH, is true, an error occurs in the decisiorcase when the channel state is good? Both schemes considered
if 7[n] > 0, i.e., if Vi[n] > =B, Yn_, bray cosf, . The here are distributed, and are comparable to the previotissec
average BER is then in the sense that the total average transmit power across the
sensors is maintained the same as with no censoring. In the
first scheme (CS-C1), the sensors transmit only when the
estimated channel gain is above a certain threshold. Haweve

1— ( [2E Z biay cos 0, l) (25) Wwhen they do transmit, they boost their power by the invefse o
the probability of transmission to make the average transmi
power per sensor the same as in the non-censoring case. In

An exact expression for the average BER can be obtainedthg second scheme (CS-C2), the sensors again transmit only
averaging 25) over the joint distribution ofbx, ax, 0. ) .k = when the estimated channel gain exceeds a threshold, but the
1,...,N. To simplify the analysis, we further assume thatumber of sensors are increased so that, on an average, the
the statistics of the individual channels from the FC to theame number of sensors transmit as in the non-censoring case
sensors are i.i.d. Then, for=1,2,..., N, E[a;%cos? 0, ;] = Here, the transmit power is not boosted since on an average

blvala e,ly-- vao[NaeeN):




N of these sensors will transmit keeping the average totabr Rayleigh fading channels,
power the same as in the non-censoring case. Also, both 22
schemes employ a fixed transmit power at the sensors as Iclg]r%b{d > T} /°° far (2) dz
k &k =
T

o 2xe At (g
as the channel statistics remain unchanged. The perfoesanc /T Q. + 202

of these two schemes in terms of average received SNR at the T2
FC are derived below. = exp <—m> : (32)
Then, we have
A. CS-C1: Fixed number of sensors with power boosting N BE.E [22]
The same frame structure as in the non-censoring case is Jes—cr = ; o DT K
considered here. WittVp pilot symbols, the complex-valued N N
channel estimate at sensbris Sy B E [biby] E [21] B [25] (33)

2
g 1
=1 j=1,,k NPT kPT,j

NP NP
1 1
g = ——— Z re[n] = g+ ——+— Z nk[n] = gr+vik, The first and second moments af for the Rayleigh fading
NpVEp NpvEP §= (28) channel are evaluated in Appendixand are obtained from
46) and as shown in §6) and , whereI'(z,n) =
where ri.[n] = gi + mi[n] and vy ~ CN (0, No/EpNp). (29 fw) . _:6 ) € (@ .”)
Writing gr = are’®, g, = dazel®s, and pre-multiplying J e "“u""'du/T(n) is the incomplete Gamma functio@€].
(28) by ef-j"k, we havedkeﬂ("k*"k) = oy, + vpe 0%, Note A closed form expression for average received SNR at the FC
that vye 7%+ andv;, have the same distribution, amge=7%*  can now be obtained by using& and 7) in (33).
and oy, are independent. Leby, = vpe 7% = wh + juwf,
_ fodber — Xk 4 vk ko , ,
O = If’@ - Ok, aknd aye’ . : - XT 4 3X2A} Then X7 = g cs.c2: Variable number of fixed-power sensors
= ~J —0 iti . . . .
O‘ki'wl' Xy = wy, and_wl’U’? N(O’ 2_EPNP)‘ Writing ~ Substituting 82) in (4), the required number of sensors
o £ X, we have, using a polar coordinate transformatiopith Rayleigh fading channels, a transmission threshold of
of X} = dy cosf . and X3 = dy, sin 0, 1, T, and the channel estimation scheme as28) (s Nr =
T2 .
R nsnecosoiad [Neff exp (Wﬂ , _whereNeff is the average number of
—e 2 . (29) sensors which transmit.
2mo The average received SNR at the FC has a similar expres-

With a transmission policy that sensbwill transmit only if ~Sion as 83):
its estimated channel gain is above a certain threskiplthe

f@k,ec,k\ak (Rv 9) =

Nr
decision variable at the FC is Yos—co = Es ZE [22] +
O'N2
k=1
a Nr Nr
= 1 & 96 + )
z[n] ;xk[n] {an>T) 0 co8 O n[n] Z Z Ebb] B Bl2)] | (49)
Lo ~CN(0,0%) k=1j=1,j7#k
N
— Zwm + 1, (30) V. PERFORMANCEANALYSIS OF VARIABLE POWER
P ALLOCATION SCHEMES

) ) . We now analyze the performance of the two variable power
wherexy, = by.\/ E; i is the modulation symbol with, = +1  transmission schemes described in Sectig®, in which the
and E 1. is the energy per symbol transmitted at the sensggnsors transmit at a power that is a function of the estimnate
k, 012y 1S f[he vanance of the_ n0'3_¢[n] added at the FC, and channel gain. The schemes described here are distributed an
the time index is dropped since it does not affect the an&lyghe average transmit power at the sensors is maintained the
that follows. Thus, the average received SNRs 1, is same as the (constant) instantaneous transmit power in the
N DCP scheme. In the first scheme (MRT), the transmit power is
E Z By 222 + proportional to the square of the estimated channel gaithen

Jes=ct second scheme, the transmit power is inversely propoitiona

- to the square of the estimated channel gain. At first glance,

k
XN: mbkbﬂk% . (31) one would expect the variable power al_lo<_:ation schemes to
PPy ' perform better than the DCP scheme. This is because they use
both the estimated gain and phase of the channel to manage
Since the sensor transmits only when the estimated channeheir available power more efficiently. In MRT, the power is
gain &y, is above the threshold@, the energy per modulation managed such that sensors transmit with higher power when
symbol is scaled such that the average power constraint their gains to the fusion center are higher. In TCI, the senso
that sensor is satisfied. That 8, . = Es/pr .k, Wherepr, = ensure that if they transmit, it is such that their decisiamive
Prob{a; > T} is the probability of transmission at sendar at the FC with equal power, which is desirable. Interesyingl
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B, alp [Q(R1)] ~ S Q(E[R1]) + £ Q (E[Rﬂ +V3y\/E[R3] - E[R1]2) +2Q (E[Rﬂ —V3y/E[R3] - E[R1]2) , (34)
2ES 2 _ 2Es 2002 2 2
whereBy, o p[R1] = \| 7 (2K — N) Elorcose], and By, op Ff) = (NE[a cos? 0] + ((2K— N) —N) Elaccos 6] ) (35)
- - 0
2 B
< T+ 3T (Lat+3) /1 2/,
o k
E = 2tk , 36
A= VY p <1+2%2> (202) (36)
%) 042
1T(+2) Qk)‘f 1 <T2 ) <Qk) 1 <T2 )
E[22] = Q h —r r A+1 Sl A+2 37
[Zk] k;JQ YAl <20-2 1+2S?7_k2 202 + + 202 1+ 202 + (37
1 [& 02 1 ryooX
YMRT = 5= ZE [27] (; <4+ m)) + Z Z Eziz;] Q9
N k=1 207 J=1 =10
1 [& 02 1 ryooX
= &[> PorE[b7] (; <4+ m)) +>° Z Ebibs 1V Po,iPo,;
IN | k=1 352 J=li=1,i#
_ | N 40, N N Q; £
p Q <1 + 202> 207 207
= |25 S )+ D Elbib] V9, o o || (38)
oN k=1 2 \1+3f /) ST L+og2/) \1+3%
1 N ?
yrcr = 0_—2E |: Z AV4 P(oli)biai [1eS] 9672' :|
N i=1
1 N N N
= = S E[P@)ailcos?0:.i] +> > Ebib)E [\/P(oli)ai cosem-] E {,/P(aj)aj cos@ed} . (39)
ON |i=1 i=1j=1,5#i
[T s [Tp 2 —~ps(1+t)
E [ou, cos O, 1] i / ke Tk (1+t) dt + s / V1-— t2E ’y ek ]
4 V1 —t2
/'Yp dt dLy, (u) 'Yp 'Vp 1 5d° ﬁ“/ (u)
= -5 / \/—152 d’; ‘u s(14t) + k u s(14t) dt. (40)
VU 7% 1 2 T2V | 7p2k I 2
E[ogcosbe ] = —= e / ) dt+ -2 d /\/1 — 12 <—3) dt.  (41)
2 . Vi—z 1+st(1+t) 4 w ) (1+ sQ,(1 +1))
T™—x 2 b sin? z P
~ a 1 77 «f sin“ 6 ~ o 1 Fpart
(o) = e / 2 / cos 20 sin 20e g dodx = o / 2 / (1—2t)e Erer dtdz (with t = sin? @)
™ sin® x ™ sSin-® x
2=0 9=0 z=0 t=0
s = 2
1 1 - - - 1— e Tp%%
= = / ) [ﬁpai (1 - eiﬁ/P‘&) +2 (eiﬁ?ai +7paieprai - 1) sin? x:| de=1-— _67;. (42)
™ Tp% Tp%
=0
o0 o0 s n
mg(n) = ~/ak:0[o;k:0/9 R ay (1{dk>T}) cos"0c i fay, (O‘k)fak,eeyk\ak (&kvee,k) déydag,do
o0 o0 ™
= [T g [T [T o 0r e (@000 00] da | o (43)
ap=0 =T LJo=—= ke, k1%k

it will turn out that the MRT scheme outperforms the DCFA. Maximum Ratio Transmission
scheme, which outperforms the TCI scheme. We now derive

expressions for the average received SNR at the FC for tht.=|.$r,1 dhe power allocation at a given sensor is given by. (

o ScheMmes. e sensors are constrained by an average pdwer.e.,
E [|\/Poréx|*| = P at sensok. Thus the sensor power level
Py 1 is given by

P
Po i

k= v 20r 59
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_ 202 - (=, 0+1) + e 22 - T, /+2]|T(+2). (45)
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1 o0 ™ 1 o0 1 7a2+d2 ~
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a2 o0 (a)2Z+l 062
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since Bf|ax|*] = Q + 20%, whereo? = 30— as in the Z Z B (i) E [ui] E [u] (53)
previous section. The received signal at the fusion cerster i ;] ¢ gl

given by (7). Dropping the time index, the decision statistic
at the fusion center is given by

N
YR = Z TrOp o cosl, g + nR[n] (51)
k=1
Then, the average received SNR at the FC is
E [| Zgzl 1A, L, COS 967;€|2
YMRT = (52)

2
ON

wherec?; is the variance of the real part of the noise at the

FC. Writing o &, cos O 1, = ug,

1 N N N

YMRT = 5 ZCC%U% Z Z Lilj Uiy
N k= J=1i=1,i#j
R
N k=1

j=1i=1,i#j

re+ry
2

Observe that, = , wherery, = g.g; and gy, = aye’%
and g, = ape’? . g, is the estimated channel gain given by
Jr = gr+wy Wherewy, is the estimation error that is circularly
symmetric Gaussian with varian@e? and is independent of

gk SinceE[ry] = Elgr(gr+wk)*] = El|g|?] = Q. = E[r}],
we have 50)
E[uk] = Tk - Qk- (54)
Next, we computeF [u?].
)
gpg) = p | A
E [r? E | (r)? E[|rg? E[|lrs)?
B[+ E k>}+4 i)+ B 0]
Now, E[”k] Elg} (g5 +vi)?] = Ellgr|*] = 203 = E[(”Z)Q]
and E[Irkl | = Ellgrl*(gr + w) (g5 + vi)] = Ellgsl*] +
EllgelP]E[lvk’] = 295 + Q20% = E[|r}]?]. Upon using



these two in %5), we have

(el _ 2 o
=0} (244 )

Using equationsH4) and 66) in (53), we havey,;rr shown
in (39).

2E[r2] + 2E
4

u

El

I = (56)

B. Truncated Channel Inversion

We now analyze the performance of TCl in SectitiB2.
The power allocation scheme at the sens@ given by g).
With channel estimation, the average power constr&inthe
fading thresholday,;,, and the sensor power levél, are
related, usingq), as

a2 a2
% P 9ae mia? RyE; (Q U)
P:/ o ) (57)
Omin ak Qk + 20 Qk + 20

A

where E; (z) fz"o %dt is the exponential integral func-
tion [26]. The value of P, for a given value ofa,,;, and P
can be obtained fromb().

With the transmission strategy i8)( the average received
SNR at the FC is given by30). A closed form expression for
Yrcr can be obtained using’®) for E [P (&) ;?cos?0. ;]
and (79 for E [\/P(di)ai cos He,i], from Appendixb,
in (39). If the channels from theV 'sensors to the FC are
i.i.d., and if the observations are identica89| simplifies to

1
2
ON

Yrcr NE [P (&) a*cos®f.] +

N(N-1) (E {\/macosﬁe})ﬂ. (58)

The performance of TCI for various fixed values @f,;,, as
well as with the optimum value aof,,;, will be illustrated in
the next section.
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Fig. 2. Distribution of the phase error at a given sensor nmudRayleigh
fading channels.
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Fig. 3. Probability of signal corruption by a sensor nodehat EC due to
imperfect phase estimation in the downlink.
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Fig. 4. Average received SNR at the FC versus the number sbsedes,
parameterized by the downlink pilot SNR, simulation resute compared
with analytical values for i.i.d. Rayleigh fading channels

VI. RESULTS AND DISCUSSION

The CDF of the phase error at the sensor nodes is plotted
in Fig. 2 for various values of the average received pilot
SNR. As an illustration, increasing the received pilot SNR
from 0dB to 10dB improves the probability that the phase
error is less thar0° by about thirty percent. The probability
of signal corruption at the FCPs¢, is calculated as derived
in Sectionlll-B and is plotted in Fig3. A Rayleigh fading
channel as well as Rician fading channels with Rice factors
of 0, 5 and 10dB are considered. From Fi@, we notice an
inverse linear relationship aPs¢ with the average received
pilot SNR (with unit slope at high SNR) at the sensor node
for Rayleigh fading channels, as would be expected fri. (

On the other hand, when a strong line-of-sight component is
present, the signal corruption probability decays exptiaky
with the received pilot SNR.

The normalized average received SNR is plotted in Eig.
as a function of the number of sensor nodes participating in
the data transmission phase. To simplify the simulationgset
we assume i.i.d. Rayleigh fading in the rest of this section.
For various values of the received pilot SNR, the theorktica
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The average received data SNR = -10dB. The IGAZf (agrees very well Operating SNR per sensors at the FC in dB

with the simulation results. ] ) ] .
Fig. 7. Average BER at the FC using censoring at the sensorgafius

operating SNRs, parameterized by the threshold.
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Fig. 6. Average received SNR at the FC for CS-C1 and CS-C2. 10 5 0 p"O‘SNSm @

Fig. 8. Average SNR at the FC using variable power allocagici,emes at the
average SNR analyzed in SectithC1 is compared against sensors. The average SNR with baseline DCP is also plottecbfoparison.

the Monte-Carlo simulations, and we see an excellent match
between the two. We also see an excellent match in the
theoretical and simulation-based values of average SNRiwhte performance of CS-C1 and CS-C2 and also validate the
the sensor observations could be in error with probalility analytically derived expressions for the average receSKR
with average received pilot SNR 6dB. at the FC in 83). We set the number of sensors participating
The average BER obtained from the expressions derivediin CS-C1 and the average number of transmitting sensors
Seclll-C2 is compared in Fig5 against the BER obtained viain CS-C2 as ten. With the threshold set to zero, CS-C1
Monte-Carlo simulations. The average data SNR/Ny, is corresponds to the baseline DCP. We see that there is a very
set to—10 dB and the pilot SNR is varied frofd to 20 dB. slight increase in the received SNR with increase in thrigsho
For comparison, performance of ideal DCP (i.e., perfecsphaill a certain threshold is reached. Thereafter, the ave&gR
estimation at the sensors) is also shown as a function of #tarts to decrease since few sensors cross the threshold for
number of sensor nodes. Also, the performance of DCP whegry high thresholds, and hence the events where no sensor
the sensors’ observations could be in error with probatilit  transmits starts to dominate the performance. We see that th
is plotted for the case when the pilot SNROEB. We see the theoretically derived values match with the simulated &aju
IGA is accurate over the range of pilot SNR and the size dfus validating our analysis. We do not compare the CS-C2
the sensor cluster. Further, the performance gap betweah iccurves with the corresponding analytically derived valass
DCP and pilot-based DCP is virtually closed with a pilot SNR involves evaluating the same terms as in CS-C1. The graph
of 20dB. of average SNR due to CS-C2 is not a smooth curve because
Next, the performance of the censoring-based transméd-the ceiling function in 4), due to which the number of
sion schemes in terms of average SNR received at the B€hsors increases in a step-wise manner as the threshold is
considered in sectionV is plotted in Fig.6. We compare increased. The performance improves as compared to the no



12

10° Scheme Scheme

T T T T N0t

: : S Thresnold = 02 no. Acronym Description (Pros/Cons) Performance
—— Threshold = 0.4 —— -
—¥— Threshold = 0.7 1 DCP constant power transmissior}; baseline  for
—E—lgreszo:gji-i estimation of channel phase| other schemeg

1wl —eOprtlignii;ed;'Ci | constant power transmissioh marginally

----- MRT 2 Cs-C1 for a given threshold; channgl better  than
- = -~ Baseline DCP estimation at sensors DCP

Q 3 cs-C2 same CS-C1; number of sen- strictly better
2 5 sors increases with threshold than DCP
g10°¢ > 4 TCl channel estimation at sensor;inferior  to
E power controlled transmission DCP
. superior  to
! 5 MRT same requirements as TCI DCP
| S : "
10 Neeoll TABLE |
R R QUALITATIVE COMPARISON OF DIFFERENT SCHEMES UNDER IDENTICA
s OBSERVATIONS

~~~~~

-25 -20 —1‘5 —1‘0 -5 0 5 10
Operating SNR per sensors at the FC in dB
Fig. 9. Average BER at the FC using variable power allocatiohemes at for the _d.IStrIbutI_OH of the ph"?‘se error at the sensor_nodies, t
the sensors. probability of signal corruption at the FC due to imperfect
phase estimation at the sensors and the average received
SNR both for the case when the censors have a perfect
censoring scheme because the total number of cooperatifegection and imperfect detection. We showed an excellent
sensors is being increased with increasing thresholdtiegul match between our proposed Gaussian approximation based
in better system performance. However, for a fixed value afferage BER against the Monte-Carlo simulations. We also
Neys, as expected, the received SNR decreases with increasiegived expressions for the average received SNR for a sshem
threshold. We compare the two schemes in terms of the BBRsed on censoring sensors, as well as for the MRT and TCI
at the FC in Fig.7. We set the data SNI«E— to —5dB. We schemes, and validated them using Monte-Carlo simulations
can draw similar conclusions about CS- Cl ‘and CS-C2 as frae showed that CS with DCP does not significantly improve
Fig. 7. performance if the number of sensors transmitting is kept a
In Figs. 8 and 9, we compare the performance of the tw@onstant (CS-C1), while it leads to better performance éf th
variable power allocations discussed in $edVe consider ten number of sensors is varied with the threshold, keeping the
sensors which participate in transmission. We compareetheserage number of transmitting sensors fixed (CS-C2). e als
schemes with the baseline DCP. We see that MRT performs temonstrated that DCP with MRT improves performance both
best. The performance with TCI is shown for different fixeéh terms of averaged received SNR and BER, whereas with
thresholdsyy,i,. It is seen that the performance increases witDCP performs better than TCI in terms of average received
threshold for a given pilot SNR and then starts to degrad@NR. Thus, DCP is a promising technique for uplink commu-
The initial performance improvement is because sensors wigation from low-power sensors when they have correlated
not expend power trying to invert bad channel states, thdata to transmit cooperatively at a fixed power level to a FC.
saving power to transmit on the good channel states. The
performance degradation at high threshold values is becaus APPENDIX A
the probability that no sensor transmits becomes significan DERIVATION OF E [ay cos 0, ]
and starts to dominate. When no sensor transmits, the egteiv We write E [a, cos 0 4] = E [ B [cos B s, | )] In [27],

SNR will be zero, and the probability of error will b&5. the conditional expectatioft [cos .., | ax] is derived as
Hence, an appropriate threshold must be chosen as fundtion o

the pilot SNR to obtain optimal performance. The perforneanc B VpT Tk

obtained by such an optimal threshold, separately optitnize 2 (€08 0e [ar] = ary/——e™ 77 x

for maximum received SNR and for minimum BER (curves 7 a? 7 a2
labelled TCI with threshold optimized and optimized TCI [ﬂ)( = k) +1 < L k)] (59)
respectively) is also shown in the figures.

Finally, the performance and the relative merits of all thehere,,(x) is the modified Bessel function of the first kind
schemes considered in this paper are qualitatively sunzeréri of ordern [26]. Using (9) and settings = 7, /2, we simplify
in Tablel for the case of sensors with identical observationsg [y, cos 6. x] as

s — Sk
VII. CONCLUSION Elog cosbe ] = 4/ 7E [Yke ™™ [Io (s7) + 11 (s7w)]] -
In this paper, we have analyzed the performance of various 1 (60)
transmission schemes on a pilot-assisted DCP system thadm [26], using Io(z) = (1/7) J" e~t2/\/T—2dt and
relies on uplink-downlink reciprocity via TDD signaling to
reduce the channel feedback required to achieve co- pha e(d

= t2\/1 — t2dt, (60) is expressed ast
transmission in a distributed manner. We derived exprassio (z/m) f “ (€0 P 0-



(1+’UJQ]€)71,
7 (u)/du®

For the Rayleigh fading channel, usidg, (u) =
dL., (u)/du = —Q(1 + ufy)~2, and d*L

Q2(1 4 uQx) 3, we arrive at 41) after some S|mpI|f|cat|0n.

+1
Upon using the identities2B] [ dt(t + a)™2/V1—12 =
-1

ma/((a*~1)vVa2 — 1) and}l(t+a)_3\/1 —t2dt = 7/(2(a®*—
-1
1)va? — 1), wherea > 1, in (41), we obtain

7TQk "Y Qk
cos O ] —r - 61
E oy K =1\ —— 9,0 (61)

APPENDIX B

DERIVATION OF E [a} cos® 6. |
Using  cos? 0. = (1 + cos20.1)/2,
E [a3 cos? O, = /2 + E[aicos?b’&k] /2, and
Elafcos20er] = E[aiE [cos20cy |oi]], we simplify

Z(o) £ E [cos 20, |02] = E [cos2|0ex| |oF] as

™

I(ag)=FE [cos2|967k| |o¢ﬂ - /COS20f\9
0

(0]ovi ) df.
ek ‘O‘k

(62)
Using the following representation Offw Il (0|a)
e, k|| Ok
from [25)]
% 7, a?sin 26
Foo (Blag) = St IR
\Ge,k\‘ak T T
T—0 FpaZ sin? 0
6_ psi’:]2m
S~ T
0
in (62) we obtain
e~Tpoh [
I(ag) = /cos29d9 cos 26 sin 26
™
0 6=0
T—0 771)04%511)29
x [ 2 dade. (64)
S T
=0
T w—6 T wT—x
Usmgfcos 20d9 =0and [ [ = [ [, (64 reducesto

60=0 =0 =0 60=0
(42). Usmg @2
E [aj cos® e ] = % + ;E [0 T ()]
oo 1, 1—e e
= 3 + 2E o — 5 1
1-L,, (7
_ g, 1A (65)
27,
For the Rayleigh fading channel, usidg, (u) = (14+uf)~",
(65) simplifies to
E[a200529 }:Q 1—1><¥ (66)
b ekl = 27 1+7,%)
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APPENDIXC
DERIVATION OF E [z;] AND E [ 2]

Letusrecall thaty, = 14, >7}ax cos 0 k. Thekth moment
of zr, mg(n) = E|z}], can be simplified as4@). De-
fine R (&k; QL , n) = fgﬂ’:,ﬂ- COSnof&kyee,k‘ak (dk, 9) df. Us-
ing (29), R (&, ax,n) is simplified as

™ npA a3 +a3—20a;,dy cos 0]
. cos@ak_[kk Ok
R(ak,ak,n):/ 503 257 de
O=—m o
7[&%«#&16] . .
e 202 (Y G vy, cos 0
= 5 cos"fe” o7 df. (67)
2mo O——m

By expandingcos™6 in (67) in terms ofcosnf, we have

~ [d2+a2] ~
R(dr,o,1) = Seem 5, (ﬂ)d (68)
o
A [ +o ] ” & o cos 0
R (G, ax,2) = a_;; T / cos?fe oz df
_ k+;’€ akak dkak
7202 . + 12 o? - (69)

where, from R6],

I,(x) = / cosnb exp (z cos 0)df

N

s (%)
= (= . (70
(2) ;F(l—l—l)l“(n—i—l—i—l) (70)

Define
S(ak,n,T) = / R(dk,ak,n)ddk. (71)
a,=T

Using 69), (69 and (70) in (71), we obtainS (ax, 1,T) and
S(ak,2 T) as @4) and @5), respectively, wher& (z,n) =
fw %dt is the incomplete Gamma functio]. Using
n

(44) and @5) in (43), with f,, (z) = 2zexp(—x2/%)/Q,
x > 0, E[z] is obtained in 46). In (46), the third step was
obtained by substituting = Q%c + #) In a similar
manner,E[z7] is obtained in 47).

APPENDIXD
DERIVATION OF E [P (d;) aZcos®0, ;| AND
E|: P(&Z)Oél COS@ei

Here, we derive expressions féf [P (&;) a?cos®6. ;| and

E |\/P (&;)a; cos 9871-}. Since E [P (&) a*cos?d.] =
E. [0 By, 4o [P (&)cos?0.]], using @) and @9),
we  simplify  Ep, aja [P(&)cos®0.] as  (72-(74.
Using (73 and (74 in (72), E[P(&)a’cos®h.] =
E. [0? Ey, 4o [P (&) cos?6,.]] is obtained as
AN 2 2 P 2
E [P (&) a’cos’0.] = Ea|5a’e 3w (Do + Dn)
20
— R+ R, (80)

where Iy and F; are given by 75 and (76), respectively.



Ay 2 2 bl a? .
Ey, ala [P(a)a cos 68] :/O / 1{&>amin}PO§COS Gef&,ge‘a (&,
—T

14

0c) df.dé

o0 2 a?+a2 pm ad cos O, oo 2 42442 N N
= a— 2072 cos?0ce” 02 dfedd = POL 202 [[0 (%) + I <%)} dé&
Canin Oono2a o cmin | 2024 o2 o2
A © ] _a% A P, a?
= 202 {/ 76 e I (i—g) d&—i—/ e 202 [y <i—;¥) da| = ﬁaze 207 (Do + D1), (72)
@ Qmin
0o . A ) 20 00 L2 o (‘iz)e 2
o — o (6%
where Do :/ —e 202 ]y ((Xi) da = Z #/ &2Z71€ 202 d&y = Z 20 T < mm7€) F(f), (73)
amin @ o? = (20220 T (£ +1) o LLuT(L+1) \ 202
241
0o 2 ~ 0o o + 2
and D —/ Lo (i) dé = (2"2) r(amm e+1)r(z+1) (74)
Y \o2 )™ T 0T (0+3) \ 202 '
o? ¢
Py, —o2 & (m) <a2 )
Fo= — 202 O(=nn g)re d
0 202 % € ;O%!F(Z—i—l) 202 (6) fo () da
F( o )F(Z) r(a2 Z)F(Z)
o+ o) Jo 20 £ 0T (0 + 1) (202)7F1 \20% + 0 0
2
r T (0T (£+2 QN 42
Q/202 & Z!F(Z-‘,—l) 1+ 5% :

41
5= (32)

2002

F /Oo Fo p((hin gy T (¢+1) fa(a)d
= —a’ s a) da
T 202 2elr(e+3) 202 «
I (2min g+1)T€+1)
_h - ( ) ( e+2 — o

22f()

/(J(a)

2
o F( z+1)r(z+1)
Py

043 oo
( ) / 2l T2e % dy
0

2= 0T (E+3) (202 T2 T (E+3)(202) 77 \202+ 0
D(%mip p41)0(0+1 0+3
e 0 (B +)<+><%> .
5 .
9/20- =0 4 1+ 202
o —a? SN (@ e+ ) :
E Py— Oc| = Eq P, 202 r IIllIl’g 1
[ﬁdcos ] |:ﬁae ; 45(202)Z+1 (2 5o b+ )
2
o r(f;man7g+1)r(z+1) - -
=P / a)2 267507 £ (a) da
2 Tar e J @ ()
042
VP = 2 Q2
= %ZF(Q"“;‘JH)( o) ()
Q)20 P 2 1+ 5%
o\ 2
E [\/P(&)acosbe| = 2 ( )(202Q> , (78)
[ ] Q/2U = 20 1+ 52
2
y Poj2 | & < mipn Z) OT (€+2) 2522 2 o F(“mizn,é+1)1“(€+1) 25722 043
E [P () a®cos®0e] g + g . (79
| B R T e G B> ‘ )
We now evaluateE [/Py< cosf.]. The derivation fol- REFERENCES

lows along the lines presented above, so only th
key steps are shown here. SincE [/Fy< cosf.|
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culated in ¢8), we find E [/Py < cos 6, in (77). In summary,
we have E | /P (&).acos 98} and E [P (o) a®cos?f.] as
shown in {78) and (79), respectively.
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