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Abstract—We describe the design of a trained and pilot-aided
digital coherent receiver, capable of detecting a 1 Tb/s super-
channel with a single optical front-end. Algorithms for receiver
training are described, which calculate the equalizer coefficients,
subchannel SNRs, and centroids of the transmitted constellations.
Algorithms for pilot-aided operation are then described in detail,
providing pilot-aided constant modulus equalization and joint
carrier phase estimation over several coherent subchannels. We
demonstrate detection of a superchannel with net bit rate in
excess of 1 Tb/s with a single coherent receiver. An 11× 10 GBd
DP-64QAM Nyquist superchannel is used, with 1.32 Tb/s gross
bit rate.

I. INTRODUCTION

IN order to provide higher optical interface rates, recent
research has focused on the expansion of both bandwidth

and spectral efficiency (SE) [1], [2]. While some research has
focused on the slicing of the received signal in the time [3],
[4] or frequency [5] domains, these solutions require several
parallel coherent receivers. More recently, detection of 1 Tb/s
with a single coherent receiver has been demonstrated with
several coherent optical carriers being used to synthesize a
single-carrier dual-polarization 32-ary quadrature amplitude
modulation (DP-32QAM) signal [6], with a DP-32QAM su-
perchannel [7], and with a DP-64QAM superchannel [8].

In understanding the reason for this approach to increasing
interface rates, it is useful to examine the progress of products,
proposed products, and experimental records over the last
several years, a scatter diagram of which is plotted as SE
versus bandwidth in Fig. 1. Coherent systems operating at
100 Gb/s have been a technical and commercial success, relax-
ing optical plant requirements while requiring only around 3×
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the optical bandwidth of 10 Gb/s intensity-modulation direct-
detection (IM-DD) systems. While relatively sophisticated
transceiver optics were required for 100 Gb/s systems, the
increase in SE that they offered was enabled by the use
of sophisticated digital signal processing (DSP). A further
increase in SE within the same bandwidth has resulted in
products which achieve 200 Gb/s with a single carrier. The
subsequent increase to 400 Gb/s with a single transmitter and
receiver has proven more technically challenging than may
have initially been suspected. While real-time single carrier
systems operating at 400 Gb/s have been demonstrated [9],
proposed systems are currently still undergoing standardization
by the Optical Internetworking Forum (OIF) [10]. The reason
for this is, in part, the availability of sufficiently high speed
signal convertors for the transmitter. At the time of writing,
the best available arbitrary waveform generator (AWG) has
32 GHz of analog bandwidth [11], while the best available
real-time digital sampling oscilloscope has 100 GHz [12].
To overcome the bandwidth limits of commercially available
transmitter hardware, recent research has therefore focused on
the use of several transmitters with lower bandwidth and good
noise performance to create a superchannel [13], which is then
detected by a single receiver [6]–[8], [14], while optical time
division multiplexing has also been investigated [15].

In this paper, we develop our previous work [8] and provide
a thorough exposition of the detailed design of receiver DSP
capable of detecting a 1 Tb/s superchannel. In section II,
we describe the experimental hardware used for generation
and detection of a 1 Tb/s superchannel. We then provide
an overview of the receiver DSP strategy in section III,
before describing the details of the receiver training algorithms
in section IV, and pilot-aided algorithms in section V. We
then discuss the experimental performance of the various
subsystems in section VI, before providing conclusions in
section VII.

II. EXPERIMENTAL SETUP

The transmitter setup used in this experiment is shown
in Fig. 2. An external cavity laser (ECL) with 100 kHz
linewidth was used to seed an optical comb generator (OCG),
resulting in 11 subcarriers spaced at 10.01 GHz [16]. The
OCG consisted of two Mach–Zehnder modulators (MZMs),
driven with a 10.01 GHz sinusoid. Driving amplitude and bias
were tuned along with the sinusoid phase at each modulator
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Fig. 1. Background of current products (100 Gb/s and 200 Gb/s), OIF
proposals (400 Gb/s) and hero experiments (others).
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Fig. 2. Experimental setup for 11 subcarrier superchannel transmitter using
optical comb generation.

in order to achieve a flat optical comb with the required
number of subcarriers. The subcarriers were then separated
into odd and even channels by cascaded interleavers, before
modulation using single polarization I/Q modulators. Two
field-programmable gate arrays (FPGAs) were used to send the
in-phase and quadrature components of the desired waveforms
to a pair of digital-to-analog converters, operating at 20 GSa/s.
The 10 GBd, 8-level signals were generated from decorrelated
de Bruijn sequences of length 215, which were filtered with a
root-raised-cosine (RRC) finite impulse response (FIR) filter
with a roll-off of 10−3. After modulation and decorrelation by
17 ns in the optical domain, the odd and even channels were
combined, before passive polarization multiplexing emulation
(with delay of 489 symbols).

The receiver setup used in this experiment is shown in
Fig. 3. The optical receiver used was a discrete micro-optic
2 × 8 90° hybrid with 4 unamplified, balanced photodiodes
used for detection (with bandwidth 70 GHz). The local os-
cillator was an ECL with linewidth 100 kHz, tuned to within
100 MHz of the transmitter seed laser. The electrical signals
were digitized using an oscilloscope with 160 GSa/s analog-
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Fig. 3. Experimental setup for ultra-broadband digital coherent optical
receiver.

to-digital converters and 63 GHz of bandwidth, before being
processed offline using Matlab.

III. RECEIVER DIGITAL SIGNAL PROCESSING

In our previous work [17], we noted that the limit of achiev-
able signal-to-noise ratio (SNR) for high order modulated
signals was reasonably high, but the use of blind receiver algo-
rithms can cause significant impairments – particularly when
the SNR is poor. The receiver DSP design therefore consists
of two main components. The receiver was initially operated
in training mode in order to estimate the equalizer taps for
each of the subchannels, the SNR on each subchannel, and the
centroid of each possible symbol on each of the polarization
subchannels. After training, the receiver was switched to pilot-
aided (PA) operation. In this mode, information from periodic
pilot symbols was used in combination with channel statistics
to update the adaptive equalizer and carrier phase estimate.

For all cases, the received signal was initially de-skewed and
normalized on a per-quadrature basis to correct for imperfec-
tions in the receiver front-end. After this, the input signal was
demultiplexed into constituent subcarriers, and each subcarrier
resampled to two samples per symbol. A digital anti-aliasing
filter was used before resampling, in order to prevent aliasing
induced crosstalk. The filter was wide enough to avoid in-band
distortion of the received signal subcarriers.

IV. RECEIVER TRAINING DSP ALGORITHMS

For each subchannel, initial blind estimation of intradyne-
frequency (IF) is performed. Coarse estimation of the timing
phase is performed with a dual-polarization (DP) constant
modulus algorithm (CMA) equalizer, with least-mean square
(LMS) tap updating. The output symbols from this equalizer
are then raised to the power of 4, and the resultant spectrum
is used to determine the IF for each subcarrier.

Initial processing in training mode was performed using a
blind (DP-CMA) with LMS updating, followed by Viterbi &
Viterbi 4th power carrier phase estimation [18]. This enabled
sufficiently accurate signal recovery to perform synchroniza-
tion of the received signal with the training sequence.
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Fig. 4. Schematic of receiver operation in training mode.

A. Equalizer training

For each subchannel, a DP radius-directed equalizer (RDE)
with LMS updating was used to equalize polarization rotations
and filtering impairments, and to recover the timing phase. The
output v of the equalizer at time k, for polarizations x and y
is given by

vx(k) = hHxxux + hHxyuy, (1)

vy(k) = hHyxux + hHyyuy, (2)

where ux and uy are the input (column) vectors for the x and
y polarizations, H denotes the Hermitian transpose, and the
four FIR filter vectors are hxx, hxy , hyx and hyy.

The equalizer was trained based on the radius of the symbols
in the training sequence. The trained equalizer error terms
were calculated with the following equations:

ex(k) = |Tx(k)|2 − |vx(k)|2, ey(k) = |Ty(k)|2 − |vy(k)|2,
(3)

where Tx(k) and Ty(k) are the training symbols at time k on
the x and y polarizations, respectively. This leads to the LMS
update for the filters given by:

hxx
′ = hxx + µex(k)uxv

∗
x(k), (4)

hxy
′ = hxy + µex(k)uyv

∗
x(k), (5)

hyx
′ = hyx + µey(k)uxv

∗
y(k), (6)

hyy
′ = hyy + µey(k)uyv

∗
y(k), (7)

where the conjugation operator is denoted by ∗.
By using a trained equalizer adapted only on the radius

of the received signals, we were able to attain excellent
equalization of the signal with unconstrained phase. This
enabled us to have an equalization structure which could adapt
slowly in response to the slowly varying polarization channel,
while phase tracking could be performed with a significantly
higher rate of tracking.

B. Carrier phase estimation training
Carrier phase estimation (CPE) was performed using a data-

aided feedforward algorithm, somewhat similar to the non-
data-aided algorithm proposed in [19]. A phase estimate φ is
calculated at time k by multiplying the Hermitian transpose
of an input vector v with the training symbol vector T, and
taking the complex argument:

φ(k) = arg(vHT). (8)

We note that this phase estimate does not require unwrap-
ping, as it is already on the interval (−π, π]. The input signal
v is then corrected for phase at instant k, to produce a phase
corrected output r according to:

r(k) = v(k)ejφ(k). (9)

C. Centroid calculation
After correcting for the phase noise on the training se-

quence, we were able to calculate the centroid of each of
the 64 constellation points, and the SNR for each of the 22
polarization subchannels. For each symbol s in the set of
symbols S, a new symbol s′ was calculated as the complex
mean of the received training symbols r which correspond to
transmitted training symbols t being equal to s as follows:

s′ = E(r|t = s), ∀s ∈ S, (10)

where E denotes expectation. The new set of distorted symbols
S′ were subsequently used in the pilot-aided CPE, and the
calculation of bit log-likelihood ratios (LLRs) [20].

V. PILOT-AIDED DSP ALGORITHMS

After training had led to a well converged equalizer, with
accurately calculated IF offsets and constellation centroids,
the receiver was switched to pilot-aided operation, with a
1% pilot-insertion ratio (PIR). A schematic of the pilot-
aided receiver operation is shown in Fig. 5. The frequency
subchannels were prepared as before, with IF correction and
matched RRC filtering being performed before any pilot-aided
processing.
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A. Pilot-aided equalization

The equalizer taps previously calculated during training
mode were used as the initial state of the pilot-aided equal-
izers. A pilot-aided DP-CMA (PA-DP-CMA) algorithm was
used for each frequency subcarrier, with the error calculation
being performed only for the pilot symbols (rather than every
symbol during training mode). A schematic of this equalizer
can be seen in Fig. 6. We note again that this equalizer
structure is – like the conventional DP-RDE algorithm –
immune to the effects of phase noise [21]. However, unlike
the DP-RDE, the PA-DP-CMA algorithm is immune to the
effects of noise artifacts introduced by incorrect decisions in
the equalizer.

The pilot-aided equalizer was adapted according to the
following equations:

ex(k) =
1

10

9∑
i=0

(
|Px(k − 100i)|2 − |vx(k − 100i)|2

)
, (11)

ey(k) =
1

10

9∑
i=0

(
|Py(k − 100i)|2 − |vy(k − 100i)|2

)
, (12)

where Px(k) and Py(k) are pilot symbols at time k on the x
and y polarizations, respectively. This leads to the LMS update
for the filters given by (4)–(7).

p1 p2 p3 p4
n1 2 N

Fig. 7. Illustration of multi-pilot estimation with 2L = 4 pilots.

Adaptation of the equalizer was performed every 10 pilot
symbols, by averaging the error over a block of 10 pilots. This
sub-rate adaptation enabled us to further reduce the influence
of tap noise while operating with a step-size parameter of
µ = 10−4.

B. Pilot-aided carrier phase estimation

First, we describe in detail the multi-pilot-aided CPE algo-
rithm which we have previously proposed [22] and experimen-
tally demonstrated [23]. Then, we generalize it for joint carrier
phase estimation of multiple channels when phase evolution
is correlated over several wavelength subchannels.

We assume that N information symbols are transmitted in
a block and that each block starts with a pilot symbol. To
estimate phase of a symbol transmitted during the kth signaling
interval, we use L1 pilots preceding and L2 pilots following
the considered symbol, and without loss of generality assume
L1 = L2 = L. Therefore, phases of information symbols
belonging to the same block are estimated using the same set
of pilots P = {p(1), . . . , p(L), p(L + 1), . . . , p(2L)}. Note
that a single pilot might belong to more than one set of pilots.
Also note that phases of information symbols from different
blocks are estimated with the aid of different sets of pilots.
For example, phases of the symbols between pilots p(2) and
p(3) in Fig. 7 are estimated using pilots p(1), p(2), p(3) and
p(4).

1) Phase noise model: Assuming all signal impairments but
phase and additive noise have been compensated, a sample
of the received signal at discrete time k, v(k), is related to
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the symbol transmitted in the corresponding signaling interval,
s(k), as

v(k) = s(k)ejθ(k) + n(k), (13)

where θ(k) and n(k) are, respectively, the samples of a real
phase noise and complex circularly symmetric additive white
Gaussian noise (AWGN). That is, n(k) ∼ CN (0, σ2

n), while
θ(k) is modeled as a Wiener process, i.e.,

θ(k)− θ(k − 1) ∼ N (0, σ2
ρ), σ2

ρ = 2π∆ντs, (14)

where ∆ν is the combined linewidth of transmitter’s and
receiver’s lasers and τs is the symbol period. Since the
consecutive pilots p(ζ) and p(ζ + 1) are separated by N + 1
signaling intervals (i.e., by N information symbols), we note
using (14) that

θp(ζ+1) − θp(ζ) ∼ N (0, (N + 1)σ2
ρ), (15)

where ζ = 1, . . . , 2L− 1.
We frame the phase estimation problem by means of the

statistical inference with the goal to compute/approximate
the probability distribution of unknown phase θ(k), con-
ditioned on the transmitted and received signals at pi-
lot locations. That is, the proposed algorithm approximates
Pr(θ(k)|v(k), sp(ζ), vp(ζ), ζ = 1, . . . , 2L), k = 1, . . . , N ,
which is carried out through the steps outlined in Fig. 8.

2) Inference of Pilot Phases: Initially, the algorithm ap-
proximates the posterior distribution Pr(θp(ζ)|sp(ζ), vp(ζ)) of
an unknown phase of pilot location p(ζ), given the correspond-
ing transmitted pilot symbol sp(ζ) and received signal vp(ζ).
This posterior can be, in principle, evaluated using the Bayes’
rule and model (13). However, this approach does not yield a
closed form expression for the posterior distribution and we
thus approximate it. Using the Laplace approximation [24],
the pilot symbol phases are approximated (after few steps of
derivations which are omitted here) as

θp(ζ)|sp(ζ), vp(ζ) ∼ N (µp(ζ), σ
2
p(ζ)), (16)

where
µp(ζ) = arg{vp(ζ)s∗p(ζ)}, (17)

and

σ2
p(ζ) =

σ2
n

2|sp(ζ)vp(ζ)|
. (18)

Note that the above computations are performed for each pilot
in parallel.

After this initial step, we evaluated the posterior
p(θp(k)|sp(ζ), vp(ζ), ζ = 1, . . . , 2L), of the pilot p(k)’s (k =
1, . . . , 2L) phase, conditioned on the knowledge of the trans-
mitted symbols and received signals corresponding to all
pilots from the set P . In doing so, we use the Kalman

filtering framework. Towards that end, we need to specify
the underlying linear dynamical model and observation model.
The linear dynamical model is simply the Wiener phase noise
model in (14). On the other hand, the observation model is
constructed as

ψp(ζ) = θp(ζ) + np(ζ), (19)

where
ψp(ζ) = µp(ζ), (20)

and
np(ζ) ∼ N (0, σ2

p(ζ)), (21)

where µp(ζ) and σ2
p(ζ) are as evaluated in (17) and (18).

Intuitively, ψp(ζ) is a noisy “observation” of an unknown
phase, where np(ζ) is the observation noise.

Applying the Kalman smoother with linear dynamical (14)
and observation model (19) yields

θp(ζ)|sp(1), vp(1), . . . , sp(2L), vp(2L)
∼ N (νp(ζ), σ̃

2
p(ζ)), ζ = 1, . . . , 2L, (22)

where mean νp(ζ) and variance σ̃2
p(ζ) are evaluated using the

forward and backward pass through the model.
In fact, 22 is the only step in our method which requires

sequential processing. To speed up this processing step, we
can reduce the number of pilots in the set P . In fact, our
study shows that for 64-QAM and for relevant phase noise
regimes, increasing the number of pilots 2L beyond 4 provides
only negligible performance gains. Also, this step requires a
backward pass which stops at pilot p(L+ 1), which saves us
from doing L steps in the backward pass (refer to (24)).

Alternatively, the processing in this step could also be done
in parallel if the computational resources allow for performing
inversion of a matrix of size 2L on each pilot. This is also a
reasonable approach since 2L = 4 already brings us to the
edge of possible performance improvements for the systems
of our interest.

3) Estimation of Information Symbol Phases: In this stage,
initial estimates of the information symbol phases are obtained
by interpolating between pilots symbol phases, estimated in
the previous stage. The initial phase estimates are then refined
by means of the expectation maximization (EM) method [24].

Recalling that the information symbols are between pi-
lots p(L) and p(L + 1) and using Wiener process model
for phase noise (14), it is shown that the posterior
Pr(θ(k)|sp(ζ), vp(ζ), ζ = 1, . . . , 2L) is Gaussian distributed
with mean and variance dependent upon means and variances
of Gaussian posteriors corresponding to the pilots p(L) and
p(L+ 1).

More precisely, it can be shown that

θ(k)|sp(1), vp(1), . . . , sp(2L), vp(2L) ∼ N (µk, σ
2
k), (23)

where

µ(k) =
(N + 1− k)σ2

ρµ̃p(L) + (kσ2
ρ + σ̃2

p(L))νp(L+1)

(N + 1)σ2
ρ + σ̃2

p(L)

, (24)

where µ̃p(L) is the mean of the resulting distribution obtained
from Kalman’s forward pass corresponding to pilot p(L),
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while νp(L+1) is the mean of the resulting distribution obtained
from the Kalman’s backward pass corresponding to pilot
p(L + 1). As mentioned in the previous part, the backward
pass ends on pilot p(L + 1). Note that (24) is performed in
parallel on all information symbols within a block.

The estimates of the information symbol phases in (24) are
then refined by employing the EM algorithm. Note that the
application of the EM algorithm is well suited after reasonably
accurate phase estimates have been obtained. Namely, due to
a non-convex nature of the underlying optimization function,
the EM algorithm converges to a local stationary point closest
to the initial point. Therefore, the EM algorithm needs to be
initialized with a phase estimate that is already reasonably
close to the true phase to yield better phase estimate.

A separate EM procedure refines the phase estimate of each
information symbol in parallel. In the following, we present
the computations involved and skip the derivation details. The
EM routine on symbol s(k) is initialized with θ̂(0)(k) = µ(k),
where µ(k) is the phase estimate obtained from (24). The q-th
iteration starts with evaluating the likelihood of symbol s(k)
given the received signal v(k) and phase estimate θ̂(q−1)(k),
obtained from the iteration q− 1. This likelihood is up to the
normalization constant given by

Pr(s(k) = a|v(k); θ̂(q−1)(k))

∝ Pr(v(k)|s(k) = a; θ̂(q−1)(k)) Pr(s(k) = a; θ̂(q−1)(k))

∝ exp

(
− 1

σ2
n

∣∣∣v(k)− aejθ̂(q−1)(k)
∣∣∣2), (25)

where s(k) takes values from the transmitted constellation,
i.e., a ∈ S, and without loss of generality we assume that
transmitted symbols are equally likely. The symbol likelihoods
are then used to update the phase estimate as

θ̂(q)(k) = arg

(
v(k)

∑
a∈S

a∗ Pr(s(k) = a|v(k); θ̂(q−1)(k))

)
.

(26)
The EM algorithm is performed until a termination condi-

tion is satisfied, e.g., until a predefined number of iterations
Qmax. To reduce the computational complexity, the number of
iterations Qmax can be kept to a small value. Our study shows
that the algorithm converges after 2 iterations and no improve-
ment is made by using more than 2 iterations. Additionally,
the complexity burden arising from computing the symbol
likelihoods for high order modulation formats (such as 64-
QAM or 256-QAM) can be alleviated by taking into account
only the constellation points close to the initial soft symbol
estimate obtained by applying initial phase estimate (24) onto
corresponding received signal v(k).

The EM procedures are performed separately on informa-
tion symbols (and thus in parallel) such that the correlation
structure of phase variations across symbols is not exploited.
We point out that in principle it is possible to formulate
the EM procedure which takes into account the statistics
of phase variations. However, the phase estimates in such a
procedure are not given in closed forms. More importantly,
such a procedure does not admit parallel implementation and
is therefore not practical.

To overcome the shortcoming of not taking into account
the statistics of phase variations in the EM procedures, the
proposed method filters the EM phase estimates θ̂(Qmax)(k) by
applying a moving average filter of length 2LF + 1. That is,
the final phase estimate is computed as

θ̂(k) =
1

2LF + 1

k+LF∑
i=k−LF

θ̂(Qmax)(i), (27)

where θ̂(Qmax) is the phase estimate obtained as a result of the
EM step.

The described method outputs the phase estimates of the
information symbols. In addition, we can apply these phase
estimates on the received symbols and output soft and/or hard
estimates of the transmitted symbols.

4) Generalization to Multiple Channels: In this part, we
generalize the described method for CPE of a single channel to
the case where phase noise variations across multiple channels
(e.g., x and y polarizations of a single wavelength channel or
all x and y polarizations of channels in a superchannel) are
correlated.

We denote with C the number of channels in a multi-
channel system. The signal received in channel c at time k
is modeled as

vc(k) = sc(k)ejθc(k) + nc(k), c = 1, 2, . . . , C, (28)

where sc(k) is the transmitted symbol, θc(k) is phase and
nc(k) is noise, all corresponding to channel c at discrete time
k. The noise is modeled as nc(k) ∼ CN (0, σ2

n(c)). Note that
the variance of the additive noise is not necessarily the same
in different channels.

Each channel transmits a block of information symbols, pre-
ceded by a pilot symbol. The phase estimation of information
symbols within a block is aided with L pilots preceding and
L pilots following the block. In general, the number of pilots
used on each side and in each channel can be different.

Our phase estimation method proceeds in a similar way
as for a single channel case. That is, the means µp(c,ζ) and
variances σ2

p(c,ζ) of approximating Gaussian posteriors of pilot
symbol phases are evaluated for each pilot in each channel by
using (17) and (18). The initial pilot phase estimates are pro-
cessed using the Kalman filtering framework. In comparison to
a single channel case, the phases of pilots across channels and
polarizations appearing at the same discrete time are collected
into a state vector θp(ζ) =

[
θp(1,ζ) . . . θp(2C,ζ)

]T
. We

assume the linear dynamical model for state vector is given
by

θp(ζ+1) − θp(ζ) ∼ N (0, (N + 1)σ2
ρC), ζ = 1, . . . , 2L− 1,

(29)
where C is a matrix of correlation coefficients between phase
noise jumps across channels and polarizations. This correlation
matrix is predefined or estimated in the training mode. The
observation model is similarly to a single channel case given
by

ψp(ζ) = θp(ζ) + np(ζ), ζ = 1, . . . , 2L, (30)

where the observed vector ψp(ζ) = µp(ζ) and np(ζ) ∼
N (0,Σp(ζ)), where Σp(ζ) = diag(σ2

p(1,ζ), . . . , σ
2
p(2C,ζ)).
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Given the linear dynamical and observation model, the
proposed method processes the initial pilot phase estimates
via full forward pass of Kalman filtering and backward pass
of Kalman smoothing up to pilot p(L+1). The outputs of this
processing stage are the mean vector µ̃p(L) and covariance
matrix Σ̃p(L) corresponding to the pilot p(L), obtained from
the forward pass, as well as the mean vector νp(L+1), corre-
sponding to the pilot p(L + 1), resulting from the backward
pass.

Note that each step of sequential processing required in the
Kalman stage performs matrix inversion, where the matrix size
is equal to 2C, i.e., all polarizations and channels. To alleviate
the computational burden, one may reduce the number of pilots
2L aiding phase estimation. Our study with 64-QAM shows
that using more than 4 pilots (2 on each side) provides no
further gains.

The second stage of the proposed method first delivers
initial estimates of information symbol phases, obtained from
interpolating between phases corresponding to pilots p(L) and
p(L + 1), inferred in the previous stage. Conceptually, one
can interpolate between two Gaussian vectors (inferred phases
across channels at locations p(L) and p(L + 1)). However,
this would necessitate computing N matrix inversions (one
for each information symbol in a block). To alleviate this
shortcoming, we perform interpolation between phases in each
channel separately. Therefore, the initial phase estimate of a
symbol k in channel c is computed by

µ(c, k) =
(N + 1− k)σ2

ρµ̃p(c,L) + (kσ2
ρ + σ̃2

p(c,L))νp(c,L+1)

(N + 1)σ2
ρ + σ̃2

p(c,L)

,

(31)
where µ̃p(c,L) and νp(c,L+1) are the c-th entries in respectively
µ̃p(L) and νp(L+1), while σ̃2

p(r,L) is the c-th diagonal element
of Σ̃p(L).

The initial phase estimates of information symbols are
then refined using the EM procedure as previously detailed.
The EM procedure is applied to each information symbol in
each channel in parallel. The details are the same as for a
single channel case. Note that the correlations between phases
in different channels are not taken into account by running
separate EM procedures. Conceptually, the EM procedures can
be devised so as to account for these correlations. However,
this would require more complicated routines for updating
phase estimates. More specifically, a vector of phase estimates
across channels at some discrete time would be updated as a
vector which minimizes the corresponding objective function
and is not given in a closed form.

The final phase estimates are obtained by filtering the EM
phase estimates with the moving average filter applied in
each channel separately. The outputs from the moving average
filter are the final phase estimates. They can be applied to
the received signal to yield soft and/or hard estimates of the
transmitted symbols.

C. Forward Error Correction Coding
After CPE was performed, we calculated bit-wise LLRs

with the modified signal set calculated in (10). As we pre-
viously noted, this method of LLR calculation allowed us to

mitigate the impact of imperfect modulation [20]. We then
de-interleaved the signal over all subchannels, such that each
codeword contained approximately equal proportions of each
of the bit-positions and subchannels. This enables the system
performance to be determined by the average generalized
mutual information (GMI), rather than the worst subchannel
or bit position [25]. Following this, we normalized the bit
LLRs such that each bit was detected as though ’0’ was
transmitted. This enabled us to test a variety of LDPC codes,
by decoding the all zero codeword, which exists in all linear
codes. Although we manipulated the LLR signs, no LLR
values were changed, and the information content of the signal
was preserved.

We used a check-concentrated irregular low-density parity-
check (LDPC) (105600,82368) code [26] with rate 0.78 for the
inner code. LDPC decoding was performed with 60 iterations
of the sum-product algorithm, and flooding scheduling. While
this is a somewhat large number of iterations for an LDPC
decoder (compared with, for example, 16 iterations used
in [27]), we do not consider this to be of-itself a condition
for high decoder complexity. Decoder complexity and latency
is discussed in detail in our work presented in [28], wherein
we analyze the effects of degree distribution, iteration count,
and other topics which are beyond the scope of this work.

We assumed the use of an outer Bose–Chaudhuri–
Hocquenghem (BCH) (30832,30592) code (rate 0.9922) [29]
with minimum Hamming distance of 33. We have calculated a
union (upper) bound of 10−15 on the outer decoder output bit
error rate (BER) given an input BER of 5× 10−5. Therefore,
the input BER threshold for this outer code is at or above an
input BER of 5×10−5. Alternatively, a BER of 5×10−5 or less
at the output of the LDPC decoder can be successfully decoded
to 10−15 or lower when the previously described outer BCH
code is used.

VI. RESULTS

The results presented in this section describe successful
measurement of a 1 Tb/s superchannel back-to-back, and
without optical noise loading.

By training all 11 of the 2 × 2 DP-RDE equalizers inde-
pendently, we are able to achieve equalization with very low
DSP penalty. We note from the taps for the central subchannel
(shown in Fig. 9), that the impulse response of the channel is
longer than may be expected, and 301 taps were required for
good performance. We attribute this to filtering effects from
the receiver photodiodes and ADCs, which are operating at
extremely high frequencies (more than 50 GHz).

We note from the experimental measurement shown in
Fig. 10, that the output phases are – as expected – highly
correlated between polarization subchannels. We also note that
there are varying offsets between these subchannels which
remain approximately constant. This is due to the difference
in optical path lengths seen by each subchannel, including
differences introduced by polarization and frequency sensitive
components.

By examining the BER after the CPE has been performed,
we noted a wide variation in performance from 8 × 10−3 to
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Fig. 9. Absolute value of the converged equalizer taps for the central
subchannel after the training period. Note the long response time of the
system, necessitating a long equalizer of 301 taps.
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Fig. 10. Estimated carrier phases, from multi-channel pilot-aided estimation
algorithm. Note the high degree of similarity between the estimated phases.

1.4×10−1 over the different frequency subchannels (although
performance between different polarizations on the same fre-
quency was approximately equal), in Fig. 11. We speculate that
this variation in performance may be due to imperfect balanc-
ing of the optical comb, in combination with the high loss in
the optical comb equalizer and deinterleaver. The combination
of these effects may have caused variation in the noise figure
of the transmitter EDFAs over the range of frequencies in the

Subchannel Index
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100
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Fig. 11. Measured bit error rate for each polarization of the 11 frequency
subchannels. Note the wide variation in performance for different frequencies.

superchannel. While it is not possible to determine the origin
of a source of additive noise from post-processing alone, we
may make some reasonable deductions. Due to the uneven
nature of both the BER and measured subchannel SNRs, and
the accurate and highly correlated recovered carrier phase, we
believe that the variation in performance is unlikely to be due
to analog electronic or DSP subsystems, while the variation
in optical powers in the optical comb after deinterleaving and
equalization seems to be a likely culprit for this distortion.

Despite this variation in the effective SNR over the different
subchannels, we note that our pilot-aided CPE algorithm is
sufficiently robust that the phases of all subchannels are re-
covered without cycle slips or significant failures in estimation.
While a detailed comparison of pilot-aided and non-pilot-aided
CPE algorithms is beyond the scope of this work, we would
like to direct the interested reader to our previous work on this
topic in [22] and [23].

The convergence of the LDPC decoder is shown in Fig. 12.
We note that despite the large variation in pre-FEC BER,
convergence is still possible, and the sum-product decoder has
achieved an output below the threshold of the outer code in 47
iterations, while after 55 iterations, no bit errors are detected
in any of the 74 codewords detected (∼7.8 million bits).

The union bound on input BER for a given output BER is
shown in Fig. 13. By calculating a lower bound on the input
BER for a given output BER of 10−15, we have determined
that the threshold for this code is at or above 5× 10−5.

VII. CONCLUSIONS

We have described in detail the design of a digital coherent
receiver that is capable of detecting a 1 Tb/s superchannel.
The optical transmitter and receiver used in the experiment
were described in detail. Receiver training was described in
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BER threshold of this code is inferred to be 5× 10−5 or higher.

detail, with the aim of learning the equalizer taps, the SNR
of each subchannel, and the set of constellation centroids for
each subchannel. We then described in detail the algorithms
used for pilot-aided receiver operation. A pilot-aided DP-CMA
algorithm was then described for accurate per-subchannel
equalization. An extension of our previously described pilot-
aided CPE was described to jointly estimate carrier phase
over several subcarriers with shared transmitter and receiver
lasers. We then described the forward error correction scheme

proposed for this system, with an inner rate 0.78 LDPC code
and an outer BCH code which can correct an input BER of
5 × 10−5 to an output BER of 10−15 or lower. We note that
all algorithms used in this work are of moderate complexity,
and suitable for parallel implementation in hardware.

Results were then given, demonstrating operation at a net
data-rate of more than 1 Tb/s with a single digital coherent
receiver. A Nyquist-spaced coherent superchannel, consisting
of 11 × 10 GBd DP-64QAM (gross bit rate of 1.32 Tb/s)
was detected with an ultra-high bandwidth receiver. Pilot-aided
DSP algorithms of moderate complexity and suitable for hard-
ware implementation were used, enabling robust performance
over varying subchannel SNRs with 1% pilot symbols. An
inner LDPC code and an outer BCH code were used, with
combined overhead of 29.2%, resulting in a net bit-rate of
1.012 Tb/s.

REFERENCES

[1] G. Raybon et al., “All-ETDM 107-Gbaud PDM-16QAM (856-Gb/s)
transmitter and coherent receiver,” in Proc. Euro. Conf. on Optical
Commun., London, UK, Sept. 2013, PD2D3.

[2] S. Beppu, K. Kasai, M. Yoshida, and M. Nakazawa, “2048 QAM (66
Gbit/s) single-carrier coherent optical transmission over 150 km with a
potential SE of 15.3 bit/s/Hz,” in Proc. Opt. Fiber Commun. Conf., San
Francisco, CA, USA, Mar. 2014, W1A6.

[3] C. Zhang, Y. Mori, K. Igarashi, K. Katoh, and K. Kikuchi, “Demodulation
of 1.28-Tbit/s polarization-multiplexed 16-QAM signals on a single
carrier with digital coherent receiver,” in Proc. Opt. Fiber Commun. Conf.,
San Diego, CA, USA, Mar. 2009, OTuG3.

[4] J. K. Fischer et al., “High-speed digital coherent receiver based on parallel
optical sampling,” J. Lightw. Technol., vol. 29, no. 4, pp. 378–385, 2011.

[5] N. K. Fontaine et al., “Fiber nonlinearity compensation by digital
backpropagation of an entire 1.2-Tb/s superchannel using a full-field
spectrally-sliced receiver,” in Proc. Euro. Conf. on Optical Commun.,
London, UK, Sept. 2013, Mo3D5.

[6] R. Rios-Müller et al., “1-terabit/s net data-rate transceiver based on single-
carrier Nyquist-shaped 124 GBaud PDM-32QAM,” in Proc. Opt. Fiber
Commun. Conf., Los Angeles, CA, USA, Mar. 2015, Th5B1.

[7] T. Richter et al., “Distributed 1-Tb/s all-optical aggregation capacity in
125-GHz optical bandwidth by frequency conversion in fiber,” in Proc.
Euro. Conf. on Optical Commun., London, UK, Sept. 2013, PDP.2.5.

[8] D. S. Millar et al., “Detection of a 1 Tb/s superchannel with a single
coherent receiver,” in Proc. Euro. Conf. on Optical Commun., Valencia,
ES, Sept. 2015, Mo.3.3.1.

[9] Z. Zhang et al., “Coherent transceiver operating at 61-Gbaud/s,” Optics
Express, vol. 23, no. 15, pp.18988–18995, 2015.

[10] (2015, Jul.) ”Technology Options for 400G Implementation,” [On-
line]. Available: http://www.oiforum.com/wp-content/uploads/OIF-Tech-
Options-400G-01.0.pdf

[11] (2015, Oct.) Keysight M8196A Data Sheet, [Online].
Available: http://literature.cdn.keysight.com/litweb/pdf/5992-
0971EN.pdf?id=2631835

[12] (2015, Oct.) Teledyne LeCroy Labmaster 10Zi Data Sheet, [On-
line]. Available: http://cdn.teledynelecroy.com/files/pdf/labmaster-10zi-a-
datasheet.pdf

[13] G. Bosco, V. Curri, A. Carena, P. Poggiolini, and F. Forghieri, “On the
performance of Nyquist-WDM terabit superchannels based on PM-BPSK,
PM-QPSK, PM-8QAM or PM-16QAM subcarriers,” J. Lightw. Technol.,
vol. 29, no. 1, pp. 53–61, 2011.

[14] H. Mardoyan et al., “Transmission of single-carrier Nyquist-shaped 1-
Tb/s line-rate signal over 3,000 km,” in Proc. Opt. Fiber Commun. Conf.,
Los Angeles, CA, USA, Mar. 2015, W3G2.

[15] G. Raybon et al., “160-Gbaud coherent receiver based on 100-GHz
bandwidth, 240-GS/s analog-to-digital conversion,” in Proc. Opt. Fiber
Commun. Conf., Los Angeles, CA, USA, Mar. 2015, M2G1.

[16] R. Maher et al., “Spectrally shaped DP-16QAM super-channel transmis-
sion with multi-channel digital back-propagation,” Nat. Sci. Rep., vol. 5,
2015, pp. 8214, 2015.

[17] D. S. Millar et al., “Transceiver-limited high spectral efficiency Nyquist-
WDM systems,” in Proc. Opt. Fiber Commun. Conf., Los Angeles, CA,
USA, Mar. 2015, Th2A13.



10

[18] S. J. Savory, “Digital coherent optical receivers: Algorithms and sub-
systems,” IEEE J. Sel. Topics. Quantum Electron., vol. 16, no. 5, pp.
1164–1179, 2010.

[19] S. Makovejs et al., “Characterization of long-haul 112Gbit/s PDM-
QAM-16 transmission with and without digital nonlinearity compensa-
tion,” Optics Express, vol. 18, no. 12, pp. 12939–12947, 2011.

[20] T. Koike-Akino, D. S. Millar, K. Kojima, and K. Parsons, “Phase noise-
robust LLR calculation with linear/bilinear transform for LDPC-coded
coherent communications,” in Proc. Conf. on Lasers and Electro-Optics,
San Jose, CA, USA, June 2015, SW1M.3.

[21] I. Fatadin, D. Ives, and S. J. Savory, “Blind equalization and carrier phase
recovery in a 16-QAM optical coherent system,” J. Lightw. Technol., vol.
27, no. 15, pp. 3042–3049, 2009.

[22] M. Pajovic, D. S. Millar, T. Koike-Akino, K. Kojima, V. Arlunno, and
K. Parsons, “Multi-pilot aided carrier phase estimation for single carrier
coherent systems,” in Proc. Sig. Process. Photon. Commun., Boston, MA,
USA, July 2015, SpT4D.4.

[23] M. Pajovic et al., “Experimental demonstration of multi-pilot aided
carrier phase estimation for DP-64QAM and DP-256QAM,” in Proc.
Euro. Conf. on Optical Commun., Valencia, ES, Sept. 2015, Mo.4.3.3.

[24] C. M. Bishop, “Pattern Recognition and Machine Learning (Information
Science and Statistics),” Springer-Verlag New York, Inc., Secaucus, NJ,
USA., 2006.

[25] A. Alvarado, E. Agrell, D. Lavery, R. Maher, and P. Bayvel, “Replacing
the soft-decision FEC limit paradigm in the design of optical commu-
nication systems,” J. Lightw. Technol., vol. 33, no. 20, pp. 4338–4352,
2016.

[26] T. Koike-Akino, D.S. Millar, K. Kojima, and K. Parsons, “Coded
modulation design for finite-iteration decoding and high-Dimensional
modulation,” in Proc. Opt. Fiber Commun. Conf., Los Angeles, CA, USA,
Mar. 2015, W4K1.

[27] E. Yamazaki et al.,“Fast optical channel recovery in field demonstration
of 100-Gbit/s Ethernet over OTN using real-time DSP,” Optics Express,
19, 2011, p. 13179.

[28] T. Koike-Akino et al., “Iteration-aware LDPC code design for low-power
optical communications,” J. Lightw. Technol., 2016 (pre-print available).

[29] K. Sugihara et al., “A spatially-coupled type LDPC code with an NCG
of 12 dB for optical transmission beyond 100 Gb/s,” in Proc. Opt. Fiber
Commun. Conf., Anaheim, CA, USA, Mar. 2013, OM2B4.

David S. Millar (S’07–M’11) received the M.Eng. degree in electronic and
communications engineering from the University of Nottingham, Nottingham,
U.K., in 2007, and the Ph.D. degree in Electronic and Electrical Engineering
from University College London (UCL), London, U.K., in 2011.

His doctoral work was concerned with the development of equalization
and modulation techniques for the mitigation of fiber nonlinearity in coherent
optical transmission systems. He is currently a Principal Member of Research
Staff at Mitsubishi Electric Research Laboratories (MERL) in Cambridge,
Massachusetts, U.S.A. His research interests include coherent optical trans-
mission systems, digital coherent receiver design, coded modulation for optical
communications, and digital nonlinearity mitigation.

Dr. Millar has served as a Reviewer for several IEEE publications including
IEEE Photonics Technology Letters, IEEE Journal of Selected Topics in
Quantum Electronics, IEEE Communications Letters, and the IEEE/OSA
Journal of Lightwave Technology. He is currently serving on the Technical
Program Committee for the Optical Fiber Communications (OFC) Conference.

Robert Maher (M’09–SM’15) received the B.Eng. and Ph.D. degrees in
electronic engineering from Dublin City University, Dublin, Ireland, in 2005
and 2009, respectively.

His doctoral research was focused on the development and characterization
of cost-efficient wavelength tunable transmitters suitable for reconfigurable
agile optical networks. In 2010, he received the IRC INSPIRE Marie Curie
Fellowship and joined the Optical Networks Group at University College
London (UCL), London, U.K. In 2013, he was appointed as a Senior Research
Associate on the UNLOC EPSRC Program Grant, within the Optical Networks
Group at UCL. His current research interests include spectrally efficient long-
haul transmission for coherent optical networks, fiber nonlinearity mitigation
techniques, and dynamic optical networking.

Dr. Maher is a Member of the Marie Curie Fellows Association.

Domaniç Lavery (S’09–M’13) received the M.Phys. degree in theoretical
physics from the University of Durham, Durham, U.K., in 2009, and the
Ph.D. degree in electronic and electrical engineering from University College
London (UCL), London, U.K., in 2013.

His doctoral research was focused on the use of digital coherent
transceivers and their application to spectrally efficient high-capacity passive
optical networks. He is currently with the Optical Networks Group, UCL, as a
Research Associate, investigating techniques for approaching channel capacity
in nonlinear fiber transmission.

Dr. Lavery is a Member of the Optical Access Systems and Wireless
Backhaul Networks subcommittee for the Optical Fiber Communication Con-
ference (20152016) and was a Member of the technical programme committee
for the 20th European Conference on Networks and Optical Communications.
He received the IEEE Photonics Society Graduate Student Fellowship in 2012
and the Marconi Society’s Paul Baran Young Scholar Award in 2013.

Toshiaki Koike-Akino (M’05–SM’11) received the B.S. degree in electrical
and electronics engineering, M.S. and Ph.D. degrees in communications and
computer engineering from Kyoto University, Kyoto, Japan, in 2002, 2003,
and 2005, respectively.

During 2006–2010, he has been a Postdoctoral Researcher at Harvard
University, and joined Mitsubishi Electric Research Laboratories, Cambridge,
MA, USA, since 2010. His research interest includes digital signal processing
for data communications and sensing.

Dr. Koike-Akino received the YRP Encouragement Award 2005, the 21st
TELECOM System Technology Award, the 2008 Ericsson Young Scientist
Award, the IEEE GLOBECOM’08 Best Paper Award in Wireless Communi-
cations Symposium, the 24th TELECOM System Technology Encouragement
Award, and the IEEE GLOBECOM’09 Best Paper Award in Wireless Com-
munications Symposium.

Milutin Pajovic (M’15) received the PhD degree in Electrical and Ocean
Engineering from the Massachusetts Institute of Technology and Woods Hole
Oceanographic Institution, in September 2014. He joined the Mitsubishi
Electric Research Labs (MERL) in Cambridge, MA, in September 2014,
where he is currently member of the research staff. His main research interests
lie in the areas of signal processing, statistical inference and machine learning,
applied to physical layer optical and wireless communications and indoor
localization.

Alex Alvarado (S’06–M’11–SM’15) was born in Quellón, on the island of
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