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Abstract
To improve the traffic flow in the interconnected intersections, the vehicles and infrastructure
such as road side units (RSUs) need to collaboratively determine vehicle scheduling while
exchanging information via vehicle-to-everything (V2X) communications. However, due to a
large number of vehicles and their mobility, scheduling in the interconnected intersection is
a challenging problem. Moreover, since low-latency information exchange and real-time deci-
sion making process are required, it becomes more challenging to design a holistic framework
incorporating traffic control and V2X communications. In this paper, an edge computing
framework is proposed to solve a travel time minimization problem at the interconnected
intersections. The proposed framework enables each RSU to decide intersection scheduling
while the vehicles individually determine travel trajectory by controlling their dynamics. To
this end, a V2X communications protocol is designed to exchange information among vehi-
cles and RSUs. Then, the road segments around intersection are partitioned into sequence,
control, and crossing zones. In the sequence zone, optimal time is scheduled for vehicles to
pass the intersection with a minimum delay. In the control zone, the location and velocity of
each vehicle are controlled to arrive the crossing zone at the scheduled time by using a control
algorithm designed to effectively increase driving comfort and reduce fuel consumption. Thus,
the proposed framework enables the vehicles to safely pass the crossing zone without collision.
Simulation results show that the proposed edge computing can successfully reduce the total
travel time by up to 14.3% based on optimal scheduling for the interconnected intersections.
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Abstract—To improve the traffic flow in the interconnected
intersections, the vehicles and infrastructure such as road side
units (RSUs) need to collaboratively determine vehicle scheduling
while exchanging information via vehicle-to-everything (V2X)
communications. However, due to a large number of vehicles and
their mobility, scheduling in the interconnected intersection is
a challenging problem. Moreover, since low-latency information
exchange and real-time decision making process are required,
it becomes more challenging to design a holistic framework
incorporating traffic control and V2X communications. In this
paper, an edge computing framework is proposed to solve a travel
time minimization problem at the interconnected intersections.
The proposed framework enables each RSU to decide intersec-
tion scheduling while the vehicles individually determine travel
trajectory by controlling their dynamics. To this end, a V2X
communications protocol is designed to exchange information
among vehicles and RSUs. Then, the road segments around
intersection are partitioned into sequence, control, and crossing
zones. In the sequence zone, optimal time is scheduled for vehicles
to pass the intersection with a minimum delay. In the control
zone, the location and velocity of each vehicle are controlled to
arrive the crossing zone at the scheduled time by using a control
algorithm designed to effectively increase driving comfort and
reduce fuel consumption. Thus, the proposed framework enables
the vehicles to safely pass the crossing zone without collision.
Simulation results show that the proposed edge computing can
successfully reduce the total travel time by up to 14.3% based
on optimal scheduling for the interconnected intersections.

I. INTRODUCTION

With the emergence of vehicle-to-everything (V2X) com-
munications, the concept of the Internet of Vehicles (IoV)
allows a connected vehicle to communicate with other ve-
hicles and road infrastructure so as to exchange road traffic
information such as location and velocity of vehicles [1]. To
handle the real-time traffic data, there is a need for distributed
computation which can be effectively handled using the so-
called edge computing paradigm [2]. In the IoV, the edge
computing enables low-latency computation at the infrastruc-
ture network edge, for supporting autonomous vehicle con-
trol systems while overcoming the limitations of centralized
cloud computation. As the advantages of the edge computing
architecture come from exploiting the computing resource at
network edge, the on-board computing system of vehicles and
road infrastructure such as road side unit (RSU) can be used
to store, compute and control the traffic information over an
edge computing network. However, to reap the benefits of
the connected vehicles in the IoV, many architectural and
operational challenges on implementing edge computing in
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a vehicular network must be addressed [3]–[5]. In particular,
authors in [3] introduce vehicular use cases of edge computing.
Also, the work in [4] proposes a network slicing scheme that
can improve the vehicular network resource utilization while
supporting various applications running on edge computing.
Moreover, to configure edge computing for vehicles, authors
in [5] propose a network architecture that can efficiently reduce
V2X communications latency.

Meanwhile, the traffic management schemes have been
investigated to coordinate the connected vehicles on conflicting
paths such as intersections [6]–[10]. For example, the work in
[6] introduces intersection management techniques to deploy
cooperative and automated intersections. Also, authors in [7]
investigate a scheduling problem to determine the times at
which vehicles can enter an intersection without collision.
Moreover, the vehicle trajectory optimization problem is stud-
ied in [8] to develop an intersection vehicle coordination
scheme avoiding any collision. Furthermore, authors in [9]
study a traffic signal control scheme to coordinate the vehicles
at signalized intersections. The work in [10] proposes an
intersection control mechanism that enables the vehicles to
travel the interconnected intersections.

In all of these existing vehicle scheduling works [6]–[10],
the wireless communications are ignored in the system design
while focusing on vehicle coordination and controlling in
the intersections. Indeed, the V2X communications are an
important part of intersection traffic management for fully
or semi-autonomous connected vehicles as the information is
distributed and shared among vehicles and RSUs. Moreover,
the works in [7] and [8] generally consider one intersection
passing. Unlike the system model of in the previous works, the
intersections are interconnected in the IoV system. When the
intersections are interconnected, the traffic flow optimization
at one intersection should consider the traffic conditions at
the neighboring intersections so that the total travel time of
the vehicles required to pass multiple intersections can be
minimized. Furthermore, most of the existing works about
edge computing and V2X communications [3]–[5] do not
consider the dynamics of the connected vehicles. In contrast,
an edge computing system needs to take control of vehicles
to coordinate their mobility. Consequently, unlike the existing
literature [3]–[10] which conducts research on the connected
vehicles either from the networking perspective or from the
control perspective, our goal is to design an integrated edge
computing system to enable the connected vehicles to co-
ordinate the vehicle dynamic control in the interconnected



intersections while exploiting V2X communications.
The main contribution of this paper is an edge computing

framework that integrates the control technology into V2X
communication networks for connected vehicles. We first
investigate the edge computing procedures to partition an
intersection area into three zones and determine the role
of each zone so that the vehicles are controlled by edge
computing. Next, we use information-theoretic capacity of a
wireless link to perform the zone size analysis and find the
proper zone sizes satisfying the low-latency requirements of
V2X communications. Based on the determined zone sizes, we
conduct scheduling optimization to minimize the maximum
travel time or total travel time of the vehicles, in which the
vehicle dynamics are considered as the constraints of the
problem. Finally, using the computed schedules, we optimize
vehicle trajectories to control vehicle mobility for driving com-
fort improvement and fuel consumption reduction. Simulation
results show that the proposed scheduling can decrease the
maximum travel time by up to 4.7% compared to the baseline.

The rest of this paper is organized as follows. In Section II,
the system model is presented. In Section III, we formulate
the proposed vehicle scheduling problem. Section IV presents
our optimal vehicle trajectory planning. Simulation results
are analyzed in Section V while conclusions are drawn in
Section VI.

II. SYSTEM MODEL

Consider an urban road environment consisting of the
interconnected intersections as shown in Fig. 1, where vi(x)
is the velocity of vehicle i when it is at the location x, vint,i
is the reference velocity for vehicle i to enter the intersection,
tout,i is the time for vehicle i to exit the intersection, xint is the
size of the intersection, xs, xs′ , xc and t0,i will be explained
in the next section.

For convenience, the RSU at the center intersection is named
as the center RSU. In Fig. 1, the RSUs at four neighboring
intersections are connected to the center RSU by using wired
or wireless communication links. The traffic of each neighbor-
ing intersection is controlled by corresponding neighboring
RSU independently. When vehicles pass the interconnected
intersections, the incoming traffic direction d can be one of
four directions, i.e., d ∈ {n, e, w, s} referring north, east, west,
and south. The set of vehicles that approach an intersection
from north, east, west, and south directions are denoted by
In, Ie, Iw, and Is, respectively. Each vehicle is indexed by
i ∈ I = In ∪ Ie ∪ Iw ∪ Is. For instance, if vehicle i moves
from south to north, the moving direction of the vehicle is
denoted by d(i) = s. We assume that the vehicles traveling
on the same direction are indexed in the order of entering the
intersection.

A. Communications Protocol for IoV Edge Computing

The RSUs and vehicles are equipped with the RF module
so that RSUs and vehicles can use V2X communications.
Throughout the inter-RSU communications, the neighboring
RSUs send traffic information to the center RSU on the
vehicles moving forward to the center intersection using wired
or wireless connection. Using wireless communications links

Fig. 1: System model of the interconnected intersections.

between vehicles and RSUs, vehicles are able to update their
status such as location, velocity, and acceleration. The RSU
can send the control message to the vehicles so that the
vehicles can be controlled by following the RSU decision.
The RSU is assumed to have enough computational capability,
and therefore, can perform the roles of collecting, storing,
controlling, and processing the data related to the vehicles
and the traffic flow, as in typical edge computing scenarios.
Therefore, when vehicles exit the neighboring intersection and
are heading to the center intersection, the center RSU needs to
make a decision on how the incoming traffic is considered at
the center intersection. For the control purpose, the center RSU
partitions the section of the road around center intersection
into sequence zone, control zone, and crossing zone. Zone size
determination will be explained next.

We propose a communications protocol shown in Fig. 2 to
share information among the RSUs and the vehicles for the
IoV edge computing. When a vehicle i leaves a neighboring
intersection, the neighboring RSU sends a message to the
center RSU about the information of the arriving vehicle. The
neighboring RSU also sends a message to departure vehicle
i about the start point of the sequence zone at the center
intersection. When vehicle i enters the sequence zone of the
center intersection, it sends a heartbeat message containing
its status to the center RSU. Upon receiving the heartbeat
message, the center RSU sends an announcement message to
vehicles i about the start points of the control zone and the
crossing zone as well as the crossing zone size xint. While
the vehicles are traveling in the sequence zone, the edge
computing system at the center RSU schedules the vehicles,
i.e., determining optimal passing time and passing order for
vehicles to enter the crossing zone. The decision made by the
center RSU is sent to vehicle i before it enters the control
zone via a scheduling message containing time tout,i to exit
the center intersection, the reference velocity vint,i to arrive
at the crossing zone and the information about the preceding
vehicle i−1. Upon receiving the scheduling message, vehicle
i determines an optimal trajectory to be applied in the control
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Fig. 2: Protocol for message exchange among RSUs and
vehicles.

zone such that it enters the crossing zone at time tout,i − tint,i
with the velocity vint,i, where tint,i = xint/vint,i is the time for
vehicle i to cruise through the crossing zone with the velocity
vint,i. When vehicle i enters control zone, it transmits a status
update message containing its trajectory to the center RSU.
The status update message will be included in the scheduling
message sent to the following vehicle i + 1 for its trajectory
planning. The center RSU can also use status update message
to compute an more global trajectory for vehicle i. Once
vehicle i exits the center intersection, the center RSU sends a
traffic information message to the neighboring RSUs to update
the traffic information and updates vehicle i with the start point
of the sequence zone at next intersection.

As described in the communications protocol, the center
RSU sends messages to vehicle i over a wireless channel in
the sequence zone. Using an information-theoretic capacity,
the data rate of the downlink between the RSU and vehicle i
can be defined by

Ri(x) = B log2

(
1 +

gi(x)Ptx

BN0

)
, (1)

where gi(x) = β1x
−β2 is the channel gain between vehicle

i and the RSU with x being the distance between them. β1
and β2 are, respectively, the path loss constant and path loss
exponent. Ptx is the transmission power of the RSU, B is the
bandwidth of the channel, and N0 is the noise power spectral
density. Then, if a message has a size of K bits, the wireless
transmission time is given by:

Di(x) =
K

Ri(x)
. (2)

In Fig. 2, the RSU sends two messages to vehicle i at the
location xs and xs′ , respectively, where the data sizes of
two messages are Kxs

and Kxs′ bits. The messages should
be delivered to the vehicle before the vehicle enters to the
control zone at location xc. Assume ts is the computation
time of the edge computing at the center RSU. During ts,
the center RSU schedules vehicle passing time and passing
order at the crossing zone. Assume the velocity of vehicle i
is vi(x). The transmission time of the announcement message
and computation time ts need to satisfy:

Di(xs) + ts ≤
∫ −xs′

−xs

1

vi(x)
dx. (3)

Once vehicle receives scheduling message from the RSU, it
determines an optimal trajectory to be applied in the control
zone. Assume tc is the computation time for a vehicle to
compute trajectory. The transmission time of the scheduling
message and computation time tc need to satisfy:

Di(xs′) + tc ≤
∫ −xc

−xs′

1

vi(x)
dx. (4)

Thus, if the lengths of the sequence and control zones satisfy
the conditions in (3) and (4), the vehicle is able to follow the
RSU control decision when it arrives at the control zone.

B. Vehicle Control Dynamics

While vehicles are moving in the sequence, control, and
crossing zones, it is assumed that the vehicles follow the lane.
When vehicles enter the control zone, the vehicle velocity
is controlled to arrive at the crossing zone with the velocity
and timing determined by the RSU. The vehicles adjust their
velocities according to their dynamics model. To describe the
vehicle control, we focus on the longitudinal dynamics of the
vehicles [11]. When the control input ui corresponds to the
longitudinal acceleration, the state of vehicle i is defined as
si = [xi, vi]

T , where xi and vi are its longitudinal position
and velocity, respectively. We assume that the vehicle follows
second-order integrator dynamics shown as:

ṡi =

[
0 1

0 0

]
si +

[
0

1

]
ui, (5)

where the lateral dynamics and slip can be negligible in the
case that the vehicles maintain a relatively low velocity. To
account for the speed limit, the velocity of vehicle i is non-
negative, i.e., vi ∈ [0, v] at any time. Also, the acceleration
or deceleration of vehicle i, ui, has a range [u, u] where u <
0 < u.

C. Sequence Zone Size and Control Zone Size

Given models of V2X communications and control dynam-
ics, it is essential to determine a set of proper values of the
distance variables xs, xs′ , and xc such that the constraints in
(3) and (4) are satisfied. The control zone size must be long
enough that a vehicle i can reach any velocity from its control
zone entering velocity vi(xc). Therefore, from the vehicle
dynamics in (5), the minimum control zone size for vehicle i
can be determined as xc ≥ maxi

(
v2−v2i (xc)

2u ,
−v2i (xc)

2u

)
. The

first term is the distance required to accelerate the vehicle i
to the maximum velocity from the velocity vi(xc) using the
maximum acceleration u while the second term is the distance
needed to stop the vehicle i from the velocity vi(xc) using the
maximum deceleration u. This result provides a lower bound
for the control zone size. The RSU can determine xc such that
xc ≥ max

(
v2

2u ,
−v2
2u

)
.

Given the control zone size xc, we determine xs and xs′ . xs′
such that xs′−xc is long enough for (4) to be true. Assuming
that the vehicles travel at the maximum velocity, we have

Di(xs′) + tc ≤
xs′ − xc

v
. (6)



Using (6), we can obtain xs′ . Once, xs′ is determined, xs
needs to be chosen such that xs − xs′ is long enough for (3)
to be held. Assuming that vi(x) = v, we have

Di(xs) + ts ≤
xs − xs′

v
. (7)

Finally, we can solve for xs from (7). Notice that the distance
between two intersections is an upper bound for xs.

To solve (6) and (7), the maximum message size and
the maximum communication range can be used such that
constraints (3) and (4) hold even for the maximum message
and the maximum communication distance.

III. OPTIMAL INTERSECTION TRAFFIC SCHEDULING

Given the system model, our goal is to control vehicles to
pass the interconnected intersections for the traffic improve-
ment. To this end, the RSU needs to make a decision on
how to control the vehicle dynamics by using the information
gathered from V2X communications. In practice, the traffic
conditions in the urban intersections are interconnected. The
control decision at one intersection affects traffic at other
intersections. Therefore, it is challenging to jointly optimize
the interconnected intersections. To cope with the challenge,
we propose a distributed edge computing scheme for the
interconnected intersection traffic management, in which a
directional weight wd(i) is introduced to reflect the interfering
traffic at the neighboring intersection.

We formulate the following per-RSU optimization problem
whose goal is to minimize the weighted maximum travel time:

min
tout,B

max
∀i∈I

(
wd(i)(tout,i − t0,i)

)
(8)

s.t. tout,i − t0,i ≥ tm,i,∀I, (9)
tout,i+1 − tout,i > th,∀i ∈ Id, (10)
tout,i−tout,i′+MBi,i′ ≥ tint,i,∀i, i′ ∈ I, i 6= i′, (11)
tout,i′−tout,i+M(1−Bi,i′) ≥ tint,i′ . (12)

In the problem (8), vehicle i arriving at the sequence zone
at time t0,i is scheduled to exit the intersection at time tout,i.
The travel time for vehicle i is tout,i − t0,i. Let tout be the
vector consisting of tout,i, ∀i ∈ I, we aim to find a schedule
tout that minimizes the weighted maximum travel time of the
vehicles. Also, we determine the passing order of two vehicles
denoted by Bi,i′ ∈ {0, 1} where B is defined as the vector
of Bi,i′ , ∀i, i′ ∈ I, i 6= i′. Bi,i′ = 0 implies that vehicle i
is scheduled to pass the intersection prior to vehicle i′ and
Bi,i′ = 1 indicates that vehicle i is scheduled to pass the
intersection after vehicle i′.

The constraint (9) shows that vehicle i must not violate the
speed limit rule from entering the sequence zone to exiting
the intersection, i.e., its travel time has a lower bound tm,i.
Let vi(xs) be the sequence zone entering velocity. The travel
time lower bound tm,i for vehicle i, i.e., min(tout,i − t0,i), is
derived as:

tm,i =
v − vi(xs)

u
+
vint,i − v

u

+

[
xs − (

v2 − v2i (xs)
2u

+
v2int,i − v2

2u
)

]
1

v
+

xint

vint,i
.

(13)

Fig. 3: Directional weight for congestion reduction.

In the Eq.(13), the first term is the time for vehicle i to
accelerate to the maximum velocity v from its sequence
entering velocity vi(xs) using the maximum acceleration u,
the second term is the time for vehicle i to decelerate from
the maximum velocity v to its crossing zone passing velocity
vint,i using the minimum acceleration u, the third term is the
time for vehicle i to travel the remaining distance between
the sequence zone start point to the control zone ending point
using the maximum velocity v and the fourth term is the time
for vehicle i to cruise through the crossing zone using the
crossing zone passing velocity vint,i. A special case of this
lower bound is tm,i = xs+xint

v , which is the time for vehicle i
to travel through the sequence zone, the control zone and the
crossing zone with the maximum velocity v.

In the constraint (10), headway time th is applied to guaran-
tee the safety time gap between two adjacent vehicles on the
same lane. In addition, the constraints (11) and (12) guarantee
that only one vehicle can pass the intersection at a time. In
particular, the difference of exit time of any two vehicles i and
i′ needs to be greater than the travel time in the intersection
of the preceding vehicle. In (11) and (12), M is an arbitrarily
large constant used in a big-M method [1].

In problem (8), when vehicle i is approaching to the center
intersection in direction d(i), the center RSU accounts for the
weighted travel time, i.e., wd(i)(tout,i − t0,i), to schedule the
vehicle i. We define wd(i) as

wd(i) =
N−N

d⊥
(i)

N ∈ [0, 1],∀i ∈ I, (14)

where d⊥(i) is the orthogonal direction with respect to d(i),
N is the total number of vehicles on all lanes at the next
intersection, and Nd⊥

(i)
is the number of vehicles on the lanes

in d⊥(i) directions at the next intersection. Therefore, wd(i)
decreases if more vehicles are traveling in d⊥(i) directions than
d(i) directions at the neighboring intersection.

As shown in our communications protocol, the neighboring
RSUs share the traffic information such as the number of
vehicles and their traveling directions at the neighboring
intersections. Therefore, the center RSU is able to calculate
wd(i) to solve the problem (8). The center RSU tends to delay
the exit time of vehicle having a small wd(i) . For example,
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if the vehicles traveling in d(i) direction have a small wd(i) ,
they are delayed to arrive at the next intersection so that
the neighboring intersection can serve other vehicles in d⊥(i)
directions with a priority. By doing so, the traffic flow of
the interconnected intersections can be improved. Furthermore,
the causality between adopting weighting parameter wd(i) and
traffic flow improvement can be explained by using a Lighthill-
Whitham-Richards (LWR) model representing the behavior of
traffic streams. As shown in Fig. 4, the LWR model implies
that the traffic flow can be maximized at a certain traffic
density located between zero and the maximum traffic density
of an intersection [12]. When the neighboring intersection is
congested with interfering vehicles, i.e., small wd(i) , the center
RSU will instantly decrease the incoming traffic by delaying
the vehicles to arrive at next intersection. Therefore, it helps
to reduce the traffic density at the neighboring intersection.
As a result, the traffic flow can be improved. Also, if the
neighboring intersection has less interfering vehicles, i.e.,
larger wd(i) , the center RSU will schedule the vehicles to arrive
at next intersection without the intended delay. By doing so,
traffic density of the neighboring intersection will increase,
thus improving the traffic flow.

The problem (8) is a mixed integer linear programming
(MILP) problem. Though the problem has an NP-hard com-
plexity, an optimal solution can be found by using an optimiza-
tion solver. Since the optimization variables in the formulated
problem do not depend on the decisions of other RSUs, the
problem (8) is the per-RSU optimization problem and can be
solved by each RSU in a fully distributed way. Thus, the center
RSU is able to solve the problem to determine the passing time
and the passing order of vehicles at the center intersection.

Additionally, as a variation of the problem (8), we also
propose a weighted summation objective function for MILP
problem given by

min
tout,B

∑
∀i∈I

(
wd(i)(tout,i − t0,i)

)
s.t. (9)− (12). (15)

This objective function minimizes the weighted total travel
time.

Based on the application need, either the weighted maxi-
mum travel time objective function or the weighted total travel
time objective function can be applied in the MILP scheduling
problem.

IV. OPTIMAL VEHICLE TRAJECTORY CONTROL

In this section, we propose an optimal vehicle trajectory
scheme that exploits the cooperation of the RSU and vehicles

to improve driving comfort and reduce fuel consumption. Our
edge computing model orchestrates computation of the RSU
and vehicles, where the RSU makes a large-scale decision
for multiple vehicles traveling on the different lanes of the
intersection while each vehicle can locally optimize the control
decision over the time to follow the decision made by the RSU.
More specifically, with the determined values of xs, xs′ , and
xc, the center RSU makes a decision on the passing time and
the passing order. Then, each vehicle optimizes the trajectory
that reaches the crossing zone at the assigned time with the
given reference velocity.

We propose a trajectory optimization problem to enable the
vehicles to determine the acceleration ui and velocity vi for
the control zone. Our objective is to minimize acceleration
and control vehicle to arrive at the intersection crossing
zone with the given reference velocity. In the trajectory
optimization problem, discrete time system is applied with
Ts as the sampling period. The vehicle i can optimize the
velocity v = [vi(t0), . . . , v(tn), . . . , v(tN )] and acceleration
u = [ui(t0), . . . , ui(tn), . . . , ui(tN−1)], where tn = nTs,
∀n ∈ [0, N ]. In other words, the vehicle determines the
optimal velocity and the corresponding acceleration by solving
following quadratic programming (QP) problem:

min
vi,ui

N−1∑
n=0

(vi(tn)− vint,i)
2 + qui(n)

2, (16)

s.t. 0 ≤ xi(tn) ≤ xi−1(tn)− ds,∀n, (17)
v ≤ vi(tn) ≤ v,∀i ∈ Id, , (18)
u ≤ ui(tn) ≤ u,∀i ∈ Id, , (19)
xi(t0) = xc, xi(tN ) = 0,∀i ∈ Id, , (20)
vi(t0) = v0,i, vi(tN ) = vint,i,∀i ∈ Id, (21)
vi(tn) = vi(tn−1) + ui(tn)Ts,∀n, (22)

where q is a constant to weigh in acceleration, xi−1(tn) is
the location of the preceding vehicle i− 1 at time tn obtained
from status update message transmitted by vehicle i − 1, ds
is the safety driving distance to avoid a forward collision,
v0,i is the estimated velocity for vehicle i to enter the control
zone. The reference velocity vint,i can be any velocity required
by traffic policy or traffic condition. By minimizing the first
term of the objective function in (16), the vehicles will adjust
their velocities as close as the reference velocity vint,i. By
minimizing the second term of the objective function in (16),
the vehicle can reduce the usage of acceleration and smooth
mobility. Therefore, the driving comfort can be improved and
the fuel consumption can be reduced.

Once the velocity is determined, the location of vehicle i
can be calculated by using vehicle dynamics equation as

xi(tn+1) = xi(tn) +
vi(tn) + vi(tn+1)

2
Ts,

∀n ∈ [1, N − 2],∀i ∈ I.
(23)

To solve the proposed scheduling and trajectory optimiza-
tion problems, we use the edge computing architecture de-
signed for the RSU and the vehicle. The inter-operation of
the RSU and the vehicle is summarized in Algorithm 1, in
which the RSU determine tout,i, ∀i. The RSU then sends its



Algorithm 1 IoV Edge Computing Algorithm
1: RSUs determine the weight wd(i) , ∀i
2: procedure SCHEDULING(wd(i) , t0,i,∀i)
3: Solve problem (8) to determine tout
4: transmit tout, vint,i to vehicle i

5: procedure DYNAMICSCONTROL(tout, vint,i)
6: while xi in the sequence zone do
7: u ≤ ui ≤ u . No further constraint
8: while xi in the control zone do
9: Solve problem (16) to determine ui

10: ui ← ui(n) . Follow the optimal trajectory
11: while xi in the crossing zone do
12: ui ← 0 . Use cruise control
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Fig. 5: Optimization results compared to the baseline results.

scheduling decision to vehicles, and each vehicle computes the
optimal trajectory and makes a control decision while using
information from the preceding vehicle only.

It is interesting to notice that upon receiving the status up-
date message from the vehicles, RSU can also compute more
globalized optimal trajectories for the vehicles. Therefore,
the proposed vehicle trajectory control can be independently
implemented by vehicle and the RSU, thus providing high
scalability in the scenario of the interconnected intersections.

V. SIMULATION RESULTS AND PERFORMANCE
EVALUATION

In this section, we validate the performance of the proposed
edge computing model throughout simulations. For our sim-
ulations, we consider the traffic management at the center
intersection where the vehicles are approaching from four
directions. Each direction has a two-way road with two lanes,
we assume that a fixed number of vehicles are traveling on
a lane, and the initial times t0,i of the vehicle i entering the
sequence zone is randomly distributed. To model vehicle dy-
namics, we set v = 0, v = 15 m/s, and u = −u = −2.5 m/s2.
For V2X communications, the center RSU is located at the
center point of the intersection. The bandwidth is 10 MHz,
the power spectral density of the noise is −174 dBm/Hz, and
Ptx = 23 dBm. The channel gain is set to β1 = 0.0007 and
β2 = 2 from a free-space path loss model. All statistical results
are averaged over a large number of simulation runs.

In Fig. 5, we show the maximum travel time comparison
with respect to the reference intersection velocity and initial
velocity of the vehicle entering the control zone. To define a
baseline, we adopt a scheduling scheme based on a first come

(a) |I| = 12 vehicles (|Id| = 3)

(b) |I| = 8 vehicles (|Id| = 2)

Fig. 6: Impact of the weighting parameter.

first serve (FCFS) basis, where the vehicles are scheduled
to exit the intersection in the order of the vehicle entering
the control zone. When the vehicles travel in north and
south directions from 7 to 10 m/s, we set wd(i) = 1 and
v0,i = vint,i = 10 m/s,∀i ∈ Ie ∪Iw, and |Id| = 3. We can see
that the maximum travel time and the maximum travel time
difference between MILP scheduling and FCFS scheduling
decrease as the reference velocity or initial velocity increases.
MILP scheduling and FCFS scheduling are identical when
v0,i and vint,i are equal for four directions. This is due to the
fact that FCFS scheduling yields an optimal solution when all
vehicles have the identical initial and intersection velocities.
However, if the vehicles have different initial or intersection
velocities, FCFS scheduling is not optimal. Therefore, the
MILP scheduling achieves shorter maximum travel time than
the FCFS scheduling does. For instance, MILP scheduling
can decrease the maximum travel time by up to 4.7% if the
vehicles traveling in the north and south directions have the
initial velocity of 7 m/s while the vehicles in the east and west
directions have the initial velocity of 10 m/s.

Figs. 6(a) and 6(b) show the total travel time of the vehicles
in each direction for the different weighting values with the
initial and reference velocities of 7 and 8 m/s. To measure the
travel time under the different vehicle densities on the roads,
the number of vehicles is set to 12 and 8, i.e, |Id| = 3 and
|Id| = 2, respectively, in Figs. 6(a) and 6(b). The weighting
values of the vehicles in north and south directions vary
from 0.1 to 1 with wd∈{e,w} = 1. We observe that the total
travel time of the vehicles in the north and south directions,
i.e.,

∑
i∈Is∪In(tout − t0), increases when wd∈{n,s} decreases.

In this case, a small value of wd∈{n,s} implies that next



Fig. 7: Interconnected intersections.

Fig. 8: Impact of the neighboring intersections.

intersection is highly congested. Therefore, the proposed edge
computing system tends to delay north and south vehicles with
small wd∈{n,s}, thus reducing the travel time of the vehicles
in east and west directions. For instance, in Fig. 6(a), the gap
between the vehicles in different directions, in terms of the
total delay, can be roughly 63.3% when wd∈{n,s} = 0.1 and
v0,i = vint,i = 7 m/s.

To demonstrate the impact of the neighboring intersections,
we have simulated a scenario of the three interconnected
intersections, in which three intersections, denoted by west,
center and east, respectively, are interconnected in parallel,
and the unconnected roads of the intersections are wrapped
around to other unconnected roads as shown in Fig. 7. Also,
at each intersection, two vehicles travel in west and east
directions, respectively, and four vehicles travel in north and
south directions, respectively.

Fig. 8 shows the maximum travel time and the total travel
time of the vehicles at an intersection during two consecutive
simulation runs. The blue and red curves are the plot of left
and right y-axises, respectively. First, Fig. 8 shows that the
travel time decreases as v0 and vint increases. We can also
see that the maximum travel time and total travel time in
the second simulation round are reduced compared with the
first simulation round. This is due to the fact that a small
weighting value is applied to the vehicles traveling in the
west and east directions. The vehicles with a small weighting
value are delayed to exit the intersection in the first simulation
round. Second, when the vehicles arrive at the neighboring
intersections, their late arrivals enable the neighboring RSUs
to schedule the vehicles in north and south directions with a
priority. Therefore, the maximum travel time and total travel
time of the vehicles at the next intersection can be reduced
in the second simulation round. For example, the total travel

time in the first simulation round can decrease by up to 14.3%
in the second simulation round when v0 = vint = 7 m/s.

VI. CONCLUSION

In this paper, we have proposed an edge computing
paradigm to optimize vehicle scheduling and vehicle dynamics
control for the interconnected intersections. The intersection
area is partitioned into three zones to perform the sequential
procedures defined in the proposed edge computing. We have
developed a communications protocol for the RSUs and the
vehicles to exchange information. A directional weight metric
is introduced to reflect the traffic condition at the neighboring
intersection in a MILP-based scheduling problem, which is
designed for the RSU to schedule optimal passing order and
passing timing for the vehicles to cross the intersection. A QP-
based trajectory planning problem is formulated for vehicles
to control their mobility for driving comfort improvement and
fuel consumption reduction. The proposed edge computing is a
jointly distributed scalable solution that can be readily applied
to the case of the interconnected intersections. Simulation
results show that the proposed edge computing obtains the
optimal scheduling while reducing the travel time of neigh-
boring intersections.
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