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Abstract

We present a gradient-based meta-learning framework for rapid adaptation of neural state-space models

(NSSMs) for black-box system identification. When applicable, we also incorporate domain-specific physical

constraints to improve the accuracy of the NSSM. The major benefit of our approach is that instead of

relying solely on data from a single query system, our framework utilizes data from a diverse set of source

systems, enabling learning from limited contextualizing data from a query system, as well as with few online

training iterations. Through benchmark examples, we demonstrate the potential of our approach, study

the effect of fine-tuning subnetworks rather than full fine-tuning, and report real-world case studies to

illustrate the practical application and generalizability of the approach to practical problems with physical-

constraints. Specifically, we show that the meta-learned models result in improved downstream performance

in model-based state estimation in indoor localization and energy systems.

Keywords: System identification, machine learning, knowledge transfer, state-space models, bilevel

optimization, estimation, emerging applications

1. Introduction

In order to design control systems in a model-based manner, one often has to resort to a system

identification step. In particular, data-driven system identification has proven to be a useful modeling

technique for systems for which structural knowledge is relatively unknown. One class of such models

incorporates a classical state-space description as a core component, which has been simple to integrate with

state-space methods for control and estimation, such as model predictive control or Kalman filtering. To

widen the class of systems that can be modeled with state-space descriptions, recent advances have been

made in the direction of neural state-space models (SSMs), where the state-space description is made in some

latent space that is learned by neural networks. The neural networks may comprise shallow recurrent layers

with a linear time-invariant state-space model in the latent space [1] or multi-layer perceptrons followed
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by linear-parameter-varying structure [2]. More recently, SSMs have been incorporated within the neural

architecture explicitly without involving post-hoc adaptation operations [3, 4] for wider classes of nonlinear

systems; see [5] for a recent survey. Unmodeled dynamics can be represented using neural SSMs after

constructing a physics-informed prior model [6, 7, 8], regularization [9], and additional control-oriented

structure can be embedded during training [10]. Another interesting direction of research has led to the

development of autoencoder-based SSMs, where the neural architecture comprises an encoder that transforms

the ambient state-space to a (usually high-dimensional) latent space, a decoder that inverse-transforms a

latent state to the corresponding ambient state, and a linear SSM in the latent space that satisfactorily

approximates the system’s underlying dynamics [11, 12, 13]. An argument for the effectiveness of autoencoder-

based approaches is based on Koopman operator theory [14], which posits that a nonlinear system (under

some mild assumptions) can be lifted to an infinite-dimensional latent space where the state-transition

is linear; an autoencoder allows a finite-dimensional, therefore tractable, approximation of the Koopman

transformations [15].

Almost without exception, NSSMs have been constructed using data from a single query system under

consideration. In practice though, modeling experts often have access to data for a range of similar (not

necessarily identical) source systems. These source systems usually contain information that could speed up

NSSM training for a query system, as long as the query system is similar to some of the source systems.

Herein, we propose the use of gradient-based meta-learning to leverage data from similar systems to rapidly

adapt a NSSM to a new query system with (i) few data points from the query system, and (ii) with very

few online training iterations. To the best of our knowledge, we are the first to propose gradient-based

meta-learning for physically-constrained system identification of black-box dynamics.

In our study, we employed MAML due to its versatility in adapting to new tasks with minimal data. Al-

ternative meta-learning paradigms, such as metric-based and black-box approaches, offer distinct advantages

and limitations. Metric-based methods, like prototypical networks [16] and matching networks [17] learn

similarity metrics for classification tasks, excelling in few-shot learning scenarios but potentially struggling

with tasks exhibiting significant heterogeneity. Black-box approaches, including memory-augmented net-

works [18] and meta-networks [19] utilize models with internal memory mechanisms to capture task-specific

information, offering flexibility but often requiring substantial data and computational resources, and may

lack interpretability. Our choice of MAML aligns with the need for a model-agnostic framework capable of

rapid adaptation across varied tasks, as also discussed in recent surveys on meta-learning techniques [20].

Based on [20], we emphasize that meta-learning and multi-task learning (MTL) pursue fundamentally

different goals. In MTL, a single model is jointly optimized across a fixed set of tasks: some layers may be

task-specific, but no further adaptation occurs at inference time. By contrast, meta-learning explicitly trains

a learner to produce rapid, on-the-fly adaptations for entirely new tasks, typically via a bi-level optimization

that embeds an adaptation mechanism in its meta-objective. Similarly, although transfer learning also reuses
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pre-trained weights, its pre-training phase is agnostic to any specific adaptation strategy: it merely provides

a starting point for subsequent fine-tuning. During inference, a transfer-learned model must undergo a (often

extensive) series of gradient steps—governed by a predetermined iteration budget—on a moderately sized

target dataset. Meta-learning, in contrast, optimizes for few-shot adaptation, minimizing the number of

required updates and tailoring the initialization itself to facilitate rapid learning on unseen tasks.

Prior art that bears some resemblance to this idea include: using data from linear systems within a

prescribed ball to reduce model estimation error [21] and in-context learning with attention-based transformer

networks that can represent SSMs for classes of dynamical systems, rather than single instances of that

system class [22, 23]. In [21], the authors handle the case when the underlying class of systems exhibit

linear dynamics. In this work, we consider the broader class of parameterized nonlinear systems and provide

theoretical conditions that enable a definition of data-based similarity. The key differences with the line of

work using transformer-based architectures is more nuanced. First, as argued in [24], many dynamical systems

can be identified with shallow or slightly deep networks, and rarely require massive very large sizes, such as

foundation models and transformer networks that are often extremely deep and contain millions (sometimes,

billions) of parameters. Such massive transformer networks are beneficial for generalization and large-scale

learning, but will be difficult to deploy in control or estimation applications requiring online adaptation, fast

Jacobian calculations for linearization, or implementation on-chip. Therefore, it is necessary to devise fast

adaptation mechanisms for small-sized networks, which is the objective of this work. Second, gradient-based

meta-learning does not require massive pre-training datasets, making it more amenable to applications where

a large number of similar systems’ data is not available. Conversely, we will show empirical evidence that

our proposed methodology can train from small training sets and adapt with very few online iterations.

Outside of system identification, meta-learning has been proposed for adaptive control [25], receding horizon

control [26, 27, 28], and optimization [29, 30].

The primary contribution of this work is to rapidly adapt neural SSMs for an unknown nonlinear system,

using data obtained from other systems that exhibit similar dynamics to the query system. In other words,

we design a framework to train a neural SSM on a variety of similar source systems and adapt online, with

a few data points and a few training iterations, to make accurate predictions for a query system. This

meta-learned neural SSM is shown via benchmark and practical examples to result in higher predictive

accuracy than a neural SSM trained solely using query system data, or even a neural SSM trained on the

entire source plus query data.

In particular, we rely on model agnostic meta-learning (MAML) [31], which involves solving a bilevel

optimization problem during the meta-training procedure. The outer loop of the bilevel optimization intends

to extricate task-independent features that are useful across all the similar systems, while the inner loop

is designed to rapidly adapt to an unknown model with limited data. To combat numerical issues [32], a

recent variant of MAML, referred to as almost-no-inner-loop (ANIL), separates the network into a base-
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learner and a meta-learner, and dispenses with (or significantly reduces) inner-loop updates, to improve

meta-training performance [33]. Additional improvements have been made to the base MAML algorithm to

reduce memory- and sample-complexity such as implicit MAML [34], Reptile [35], and a perturbation-based

first-order MAML [36], but we focus on the MAML and ANIL algorithms as the proposed approach can

easily be adapted to these variants. Additional contributions include: incorporating physical constraints on

the unconstrained neural SSM for two real-world case-studies, benchmarking the proposed approach against

existing neural system identification methods, and investigating the effectiveness of full MAML adaptation

versus ANIL adaptation of a subset of neural SSM layers.

Organization. In Section 2, we introduce the NSSM and formally state the system identification problem

when similar systems’ data is available. In Section 3, we review meta-learning approaches and discuss their

application to the system identification setup of Section 2. Incorporating physics constraints into the NSSM

is described in Section 4. In Section 5, we use two numerical examples, one for benchmarking against

previous neural system identification methods, and one for demonstrating the effectiveness of meta-learning.

In Section 6, we present two real-world case studies to demonstrate the practical application of meta-learning

for physically constrained neural system identification. The Supplementary material contains additional

explanatory figures and schematic diagrams, along with pseudocode for implementation.

2. Neural System Identification

2.1. Motivation

We assume that the query dynamical system under consideration has the form

𝑥𝑡+1 = 𝑓 (𝑥𝑡 , 𝑢𝑡 |𝜃★), 𝑦𝑡 = ℎ(𝑥𝑡 , 𝑢𝑡 |𝜃★), (1)

where 𝑥𝑡 ∈ R𝑛𝑥 is the state, 𝑢𝑡 ∈ R𝑛𝑢 is a (usually, persistently exciting) control input, 𝑦𝑡 ∈ R𝑛𝑦 is the output,

and 𝜃★ ∈ R𝑛𝜃 is the parameter vector. We do not assume that the modeling functions 𝑓 and ℎ are known,

only that they satisfy basic smoothness and observability conditions, so that the system is well-posed, and

solutions to the difference equations exist and are unique. We assume that the unknown parameter vector

𝜃★ belongs to a compact set Θ ⊂ R𝑛𝜃 , and that the set Θ is known at design time. This is not a restrictive

assumption, as most physical systems have models with parameters that can be, for instance, bounded within

a certain range.

We assume the availability of a dataset 𝔇qry from the query system (1), with limited dataset size. In

the classical system identification setting, this dataset contains input-output {𝑢𝑡 , 𝑦𝑡}𝑇
★

𝑘=0
data, with small

𝑇★ ∈ N. Alternatively, one may have access to a specific state representation predefined in a computer

simulation environment: for example, in a digital twin of the query system under consideration. In such cases,

the state representation 𝑥𝑡 may be available, and the dataset 𝔇qry may contain state-input {𝑥𝑡 , 𝑢𝑡 , 𝑦𝑡}𝑇
★

𝑘=0

4



data; in this case, observability conditions must be met to ensure that state reconstruction from outputs is

feasible. Although the modeling functions 𝑓 and ℎ may be accessible in this setting, advanced simulation

software often comprise modules of such high model complexity that attempting model-based design with

these modules is often impractical, and sometimes intractable: for instance, if the model components cannot

be represented using closed-form expressions.

Our objective is to leverage the limited dataset 𝔇qry to learn a neural predictive model that predicts the

evolution of the system (1) accurately using a history of measured variables, while enforcing domain-specific

or ‘physics’ constraints on the system. The physics constraints are typically derived from first principles, and

are used to ensure that the learned model is physically consistent with the query system. We do not claim to

be able to handle general nonlinear constraints, and limit ourselves to specific classes of constraints that

arise in systems that we present later in Section 4. These constraints can be explicitly modeled using specific

layers and activations in a neural network architectures.

2.2. Neural State-Space Modeling

To fulfill our objective, we propose using a neural state-space model (NSSM) architecture that can be

represented in a general form; see Figure 1. Inputs to the NSSM are passed through encoding layers ℰ(·) to
transform the inputs into a latent state 𝜓𝑡 , which is subsequently passed through a state-transition operator

𝒜𝜓(·) to obtain the updated latent state 𝜓𝑡+1. This updated latent state is decoded by the layers 𝒟𝑥(·) and

𝒟𝑦(·) to obtain intermediate variables 𝑥̃𝑡+1 and 𝑦̃𝑡+1, from which the predicted output 𝑦̂𝑡+1 and updated

state 𝑥̂𝑡+1 is computed by enforcing the physical constraints using the constraint operator 𝒫(·). The following

cases illustrate how the NSSM architecture changes to reflect the composition of 𝔇qry.

Case I, 𝔇qry = {𝑢, 𝑦}

When 𝔇qry contains input-output data {𝑢𝑡 , 𝑦𝑡}𝑇
★

𝑡=0, the appropriate architecture is shown in Figure 1[B].

In this case, the encoding layers ℰ(·) transform a history of inputs 𝑈𝑡−𝐻:𝑡 and outputs 𝑌𝑡−𝐻:𝑡 into a latent

state 𝜓𝑡 , where 𝐻 is a user-defined window length of past data. The latent 𝜓𝑡 is updated using the state-

transition operator 𝒜𝜓(·), and the updated latent state 𝜓𝑡+1 is decoded by the layers 𝒟𝑦(·) to obtain an

intermediate variable 𝑦̃𝑡+1. The predicted output 𝑦̂𝑡+1 is computed by enforcing the physical constraints

using the constraint-enforcing operator 𝒫(·). The main operations are summarized by the equations:

𝜓𝑡 = ℰ(𝑈𝑡−𝐻:𝑡 , 𝑌𝑡−𝐻:𝑡), 𝜓𝑡+1 =𝒜𝜓(𝜓𝑡), (2a)

𝑦̃𝑡+1 = 𝒟𝑦(𝜓𝑡+1), 𝑦̂𝑡+1 = 𝒫(𝑦̃𝑡+1). (2b)

To clarify, the training of the NSSM involves learning neural weights for the operators 𝒜𝜓, 𝒟𝑦 , ℰ, and

𝒫 or a combination thereof. For an input history 𝑌𝑡−𝐻:𝑡 and 𝑈𝑡−𝐻:𝑡 , the latent encoding 𝜓𝑡 is computed

using (2a), after which, for a user-defined prediction horizon of 𝐻𝑝 , we recursively compute 𝜓𝑡+1 , · · · ,𝜓𝑡+𝐻𝑝
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with the state-transition operator 𝒜𝜓. Subsequently, we can compute 𝑌̂𝑡:𝑡+𝐻𝑝−1 = {𝑦̂𝑡 , 𝑦̂𝑡+1 , · · · , 𝑦̂𝑡+𝐻𝑝−1}
using (2b). As the classical NSSM training is done offline, the output 𝑦𝑡 is available, with which one can

construct 𝑌𝑡:𝑡+𝐻𝑝−1. Then, the multi-step predictions can be evaluated via a mean-squared-error (MSE) loss

function

L𝑢𝑦SSM = MSE𝑡:𝑡+𝐻𝑝−1
(
𝑦𝑡+1 , 𝑦̂𝑡+1

)
(3)

that can be minimized using batched data and stochastic gradient descent methods.

Case II, 𝔇qry = {𝑥, 𝑢, 𝑦}

When 𝔇qry contains state-input-output data {𝑥𝑡 , 𝑢𝑡 , 𝑦𝑡}𝑇
★

𝑡=0, the NSSM architecture is modified as shown

in Figure 1[C]. In this case, the encoding layers ℰ(·) transform the state 𝑥𝑡 and input 𝑢𝑡 into a latent state 𝜓𝑡 ,

which is passed through the state-transition operator 𝒜𝜓 to obtain the updated latent state 𝜓𝑡+1, from which

decoders 𝒟𝑥 and 𝒟𝑦 compute intermediate variables 𝑥̃𝑡+1 and 𝑦̃𝑡+1, respectively. The predicted state 𝑥̂𝑡+1

and output 𝑦̂𝑡+1 are computed by enforcing the physical constraints using the constraint-enforcing operator

𝒫 . The main operations are summarized by the equations:

𝜓𝑡 = ℰ(𝑥𝑡 , 𝑢𝑡), (4a)

𝜓𝑡+1 =𝒜𝜓(𝜓𝑡), (4b)

𝑥̃𝑡+1 = 𝒟𝑥(𝜓𝑡+1), (4c)

𝑦̃𝑡+1 = 𝒟𝑦(𝜓𝑡+1), (4d)

𝑥̂𝑡+1 , 𝑦̂𝑡+1 = 𝒫(𝑥̃𝑡+1 , 𝑦̃𝑡+1). (4e)

Training the NSSM involves computing weights of ℰ, 𝒜𝜓, 𝒟𝑥 , and 𝒟𝑦 . Since the network (4) is

reminiscent of neural Koopman operators [37], we use the same loss functions as proposed in that literature.

Namely, we minimize a loss function

L𝑢𝑥𝑦SSM = Lrecon + Lpred,𝑥 + Lpred,𝑦 . (5)

The components of this loss function are: Lrecon = MSE𝑡−𝐻:𝑡

(
𝑥𝑡 ,𝒫◦𝒟𝑥◦ℰ(𝑥𝑡 , 𝑢𝑡)

)
, Lpred,𝑥 = MSE𝑡:𝑡+𝐻𝑝−1

(
𝑥𝑡+1 , 𝑥̂𝑡+1

)
,

Lpred,𝑦 = MSE𝑡:𝑡+𝐻𝑝−1(𝑦𝑡+1 , 𝑦̂𝑡+1), where the reconstruction loss ensures consistency between the lifting en-

coder and the de-lifting decoder, and the prediction losses ensure good predictive performance. Note that

Lrecon has an abuse of notation, as 𝒫 ◦𝒟𝑥 actually indicates only the state reconstruction component.

Remark 1. In the case of multi-step prediction, we recursively compute 𝜓𝑘+1:𝑘+𝑁𝑆 for 𝑁𝑆 steps starting from

𝜓𝑘 with the state-transition operator and inputs. The MSE loss will be replaced by a multi-step MSE loss.

2.3. Extended Kalman filtering

We demonstrate the practical application of our proposed approach through real world examples using a

meta-learned predictive model for subsequent applications, specifically, model-based estimation. We adopt
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<latexit sha1_base64="H/CLwo6CgUYtjol5F2YPf5ZpVac=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5DUPhRcVNy4rGAf0IQwmU7aoZNJmJkItfRL3LhQxK2f4s6/cZJWUNEDA4dz7uWeOUHCqFS2/WEUVlbX1jeKm6Wt7Z3dsrm335VxKjDp4JjFoh8gSRjlpKOoYqSfCIKigJFeMLnK/N4dEZLG/FZNE+JFaMRpSDFSWvLNshshNcaIwUvfTST1zYptndedpl2FmtTqTbuRE7tWPYWOZeeogCXavvnuDmOcRoQrzJCUA8dOlDdDQlHMyLzkppIkCE/QiAw05Sgi0pvlwefwWCtDGMZCP65grn7fmKFIymkU6MkspvztZeJf3iBV4Zk3ozxJFeF4cShMGVQxzFqAQyoIVmyqCcKC6qwQj5FAWOmuSrqEr5/C/0m3ajkNq3FTq7QulnUUwSE4AifAAU3QAtegDToAgxQ8gCfwbNwbj8aL8boYLRjLnQPwA8bbJ8pakzE=</latexit>A 
<latexit sha1_base64="bqQL/kdDqlBbZNFkwlxZFlTgFcM=">AAAB8XicdVDLSgMxFL3js9ZX1aWbYBFcDTO1DwUXBRFcVrAPbIeSSTNtaCYzJBmhlP6FGxeKuPVv3Pk3ZqYVVPRA4HDOveTc48ecKe04H9bS8srq2npuI7+5tb2zW9jbb6kokYQ2ScQj2fGxopwJ2tRMc9qJJcWhz2nbH1+mfvueSsUicasnMfVCPBQsYARrI931QqxHBHN01S8UHfu84tacEjKkXKk51Yw45dIpcm0nQxEWaPQL771BRJKQCk04VqrrOrH2plhqRjid5XuJojEmYzykXUMFDqnyplniGTo2ygAFkTRPaJSp3zemOFRqEvpmMk2ofnup+JfXTXRw5k2ZiBNNBZl/FCQc6Qil56MBk5RoPjEEE8lMVkRGWGKiTUl5U8LXpeh/0irZbtWu3pSL9YtFHTk4hCM4ARdqUIdraEATCAh4gCd4tpT1aL1Yr/PRJWuxcwA/YL19AnclkMs=</latexit>E

<latexit sha1_base64="ideV2jCGROA5tZuOTlY0r4I22Aw=">AAAB8XicbVDLSgNBEOyNrxhfiR69LAYhIoTdHKLHgBePEcwDkyXMTmaTIbOzy0yvEJZ8gxcvHhTx6l/4Cd78EO9OHgdNLGgoqrrp7vJjwTU6zpeVWVvf2NzKbud2dvf2D/KFw6aOEkVZg0YiUm2faCa4ZA3kKFg7VoyEvmAtf3Q19Vv3TGkeyVscx8wLyUDygFOCRrrrxpr3Ujx3J7180Sk7M9irxF2QYq1Q+v546J7Ve/nPbj+iScgkUkG07rhOjF5KFHIq2CTXTTSLCR2RAesYKknItJfOLp7Yp0bp20GkTEm0Z+rviZSEWo9D33SGBId62ZuK/3mdBINLL+UyTpBJOl8UJMLGyJ6+b/e5YhTF2BBCFTe32nRIFKFoQsqZENzll1dJs1J2q+XqjUmjAnNk4RhOoAQuXEANrqEODaAg4RGe4cXS1pP1ar3NWzPWYuYI/sB6/wG2n5Po</latexit>

 t+1
<latexit sha1_base64="fbVfdmlMeMfBm3VmH4+zz1twhUU=">AAAB73icbVDLSgNBEOyNrxijRj0KshgET2E3h+gx4MVjAuYByRJmJ7PJkNnZdaZXCEuO/oAXD4p49Q/yHd78Bn/CyeOgiQUNRVU33V1+LLhGx/myMhubW9s72d3cXn7/4LBwdNzUUaIoa9BIRKrtE80El6yBHAVrx4qR0Bes5Y9uZn7rgSnNI3mH45h5IRlIHnBK0Ejtbqx5L8VJr1B0Ss4c9jpxl6RYzU/r349n01qv8NntRzQJmUQqiNYd14nRS4lCTgWb5LqJZjGhIzJgHUMlCZn20vm9E/vCKH07iJQpifZc/T2RklDrceibzpDgUK96M/E/r5NgcO2lXMYJMkkXi4JE2BjZs+ftPleMohgbQqji5labDokiFE1EOROCu/ryOmmWS26lVKmbNMqwQBZO4RwuwYUrqMIt1KABFAQ8wQu8WvfWs/VmvS9aM9Zy5gT+wPr4AU8Ek88=</latexit>

 t <latexit sha1_base64="p4Cd77qZeVUr57IBjARy29eivg4=">AAAB8XicdVDLSsNAFL3xWeur6tLNYBFchaT2oeCi4MZlBfvANshkOmmHTiZhZiKU0L9w40IRt/6NO//GSVpBRQ8MHM45l7n3+DFnSjvOh7W0vLK6tl7YKG5ube/slvb2OypKJKFtEvFI9nysKGeCtjXTnPZiSXHoc9r1J5eZ372nUrFI3OhpTL0QjwQLGMHaSLeDEOsxwRy17kplxz6vuQ2nggyp1hpOPSdOtXKKXNvJUYYFTP59MIxIElKhCcdK9V0n1l6KpWaE01lxkCgaYzLBI9o3VOCQKi/NN56hY6MMURBJ84RGufp9IsWhUtPQN8lsQ/Xby8S/vH6igzMvZSJONBVk/lGQcKQjlJ2PhkxSovnUEEwkM7siMsYSE21KKpoSvi5F/5NOxXbrdv26Wm5eLOoowCEcwQm40IAmXEEL2kBAwAM8wbOlrEfrxXqdR5esxcwB/ID19gmH0ZDW</latexit>P
<latexit sha1_base64="H/CLwo6CgUYtjol5F2YPf5ZpVac=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5DUPhRcVNy4rGAf0IQwmU7aoZNJmJkItfRL3LhQxK2f4s6/cZJWUNEDA4dz7uWeOUHCqFS2/WEUVlbX1jeKm6Wt7Z3dsrm335VxKjDp4JjFoh8gSRjlpKOoYqSfCIKigJFeMLnK/N4dEZLG/FZNE+JFaMRpSDFSWvLNshshNcaIwUvfTST1zYptndedpl2FmtTqTbuRE7tWPYWOZeeogCXavvnuDmOcRoQrzJCUA8dOlDdDQlHMyLzkppIkCE/QiAw05Sgi0pvlwefwWCtDGMZCP65grn7fmKFIymkU6MkspvztZeJf3iBV4Zk3ozxJFeF4cShMGVQxzFqAQyoIVmyqCcKC6qwQj5FAWOmuSrqEr5/C/0m3ajkNq3FTq7QulnUUwSE4AifAAU3QAtegDToAgxQ8gCfwbNwbj8aL8boYLRjLnQPwA8bbJ8pakzE=</latexit>A 

<latexit sha1_base64="bqQL/kdDqlBbZNFkwlxZFlTgFcM=">AAAB8XicdVDLSgMxFL3js9ZX1aWbYBFcDTO1DwUXBRFcVrAPbIeSSTNtaCYzJBmhlP6FGxeKuPVv3Pk3ZqYVVPRA4HDOveTc48ecKe04H9bS8srq2npuI7+5tb2zW9jbb6kokYQ2ScQj2fGxopwJ2tRMc9qJJcWhz2nbH1+mfvueSsUicasnMfVCPBQsYARrI931QqxHBHN01S8UHfu84tacEjKkXKk51Yw45dIpcm0nQxEWaPQL771BRJKQCk04VqrrOrH2plhqRjid5XuJojEmYzykXUMFDqnyplniGTo2ygAFkTRPaJSp3zemOFRqEvpmMk2ofnup+JfXTXRw5k2ZiBNNBZl/FCQc6Qil56MBk5RoPjEEE8lMVkRGWGKiTUl5U8LXpeh/0irZbtWu3pSL9YtFHTk4hCM4ARdqUIdraEATCAh4gCd4tpT1aL1Yr/PRJWuxcwA/YL19AnclkMs=</latexit>E
<latexit sha1_base64="kn9U9lQUZIM+96KPI6H2mfIp7LQ=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoMgCGFXJOYY8OIxgnlAdgmzk9lkyOyDmV5hWfIbXjwo4tWf8ebfOEn2oIkFDUVVN91dfiKFRtv+tkobm1vbO+Xdyt7+weFR9fikq+NUMd5hsYxV36eaSxHxDgqUvJ8oTkNf8p4/vZv7vSeutIijR8wS7oV0HIlAMIpGct0JRZINc7xyZsNqza7bC5B14hSkBgXaw+qXO4pZGvIImaRaDxw7QS+nCgWTfFZxU80TyqZ0zAeGRjTk2ssXN8/IhVFGJIiVqQjJQv09kdNQ6yz0TWdIcaJXvbn4nzdIMWh6uYiSFHnElouCVBKMyTwAMhKKM5SZIZQpYW4lbEIVZWhiqpgQnNWX10n3uu406o2Hm1qrWcRRhjM4h0tw4BZacA9t6ACDBJ7hFd6s1Hqx3q2PZWvJKmZO4Q+szx927JFM</latexit>

ŷt+1
<latexit sha1_base64="RKlfBh7owJKyh/vZ4m/shtsaI8o=">AAAB83icdVDLSsNAFL2pr1pfVZduBovgKiQ+K7go6MJlBVsLTSiT6aQdOpmEmYkQQn/DjQtF3Poz7vwbJ20FnwcGDufcyz1zgoQzpR3n3SrNzS8sLpWXKyura+sb1c2ttopTSWiLxDyWnQArypmgLc00p51EUhwFnN4Go4vCv72jUrFY3OgsoX6EB4KFjGBtJM+LsB4SzNFlL+tVa4595tYd9xD9Jq7tTFCDGZq96pvXj0kaUaEJx0p1XSfRfo6lZoTTccVLFU0wGeEB7RoqcESVn08yj9GeUfoojKV5QqOJ+nUjx5FSWRSYySKj+ukV4l9eN9Vh3c+ZSFJNBZkeClOOdIyKAlCfSUo0zwzBRDKTFZEhlphoU1PFlPD5U/Q/aR/Y7ol9fH1Ua5zP6ijDDuzCPrhwCg24gia0gEAC9/AIT1ZqPVjP1st0tGTNdrbhG6zXD/5Ikao=</latexit>Dy

<latexit sha1_base64="xgn5IH5vfJ/mRgfHq7HdLkVrOhw=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBoMgCGFXJOYY8OIxgnlAsobZ2U4yZPbBTK+yLPkPLx4U8eq/ePNvnCR70MSChqKqm+4uL5ZCo21/W4W19Y3NreJ2aWd3b/+gfHjU1lGiOLR4JCPV9ZgGKUJooUAJ3VgBCzwJHW9yM/M7j6C0iMJ7TGNwAzYKxVBwhkZ66KOQPtB0kOGFMx2UK3bVnoOuEicnFZKjOSh/9f2IJwGEyCXTuufYMboZUyi4hGmpn2iIGZ+wEfQMDVkA2s3mV0/pmVF8OoyUqRDpXP09kbFA6zTwTGfAcKyXvZn4n9dLcFh3MxHGCULIF4uGiaQY0VkE1BcKOMrUEMaVMLdSPmaKcTRBlUwIzvLLq6R9WXVq1drdVaVRz+MokhNySs6JQ65Jg9ySJmkRThR5Jq/kzXqyXqx362PRWrDymWPyB9bnDw5KkjU=</latexit>

ỹt+1

[A]

[B]

[C]
<latexit sha1_base64="ideV2jCGROA5tZuOTlY0r4I22Aw=">AAAB8XicbVDLSgNBEOyNrxhfiR69LAYhIoTdHKLHgBePEcwDkyXMTmaTIbOzy0yvEJZ8gxcvHhTx6l/4Cd78EO9OHgdNLGgoqrrp7vJjwTU6zpeVWVvf2NzKbud2dvf2D/KFw6aOEkVZg0YiUm2faCa4ZA3kKFg7VoyEvmAtf3Q19Vv3TGkeyVscx8wLyUDygFOCRrrrxpr3Ujx3J7180Sk7M9irxF2QYq1Q+v546J7Ve/nPbj+iScgkUkG07rhOjF5KFHIq2CTXTTSLCR2RAesYKknItJfOLp7Yp0bp20GkTEm0Z+rviZSEWo9D33SGBId62ZuK/3mdBINLL+UyTpBJOl8UJMLGyJ6+b/e5YhTF2BBCFTe32nRIFKFoQsqZENzll1dJs1J2q+XqjUmjAnNk4RhOoAQuXEANrqEODaAg4RGe4cXS1pP1ar3NWzPWYuYI/sB6/wG2n5Po</latexit>

 t+1
<latexit sha1_base64="fbVfdmlMeMfBm3VmH4+zz1twhUU=">AAAB73icbVDLSgNBEOyNrxijRj0KshgET2E3h+gx4MVjAuYByRJmJ7PJkNnZdaZXCEuO/oAXD4p49Q/yHd78Bn/CyeOgiQUNRVU33V1+LLhGx/myMhubW9s72d3cXn7/4LBwdNzUUaIoa9BIRKrtE80El6yBHAVrx4qR0Bes5Y9uZn7rgSnNI3mH45h5IRlIHnBK0Ejtbqx5L8VJr1B0Ss4c9jpxl6RYzU/r349n01qv8NntRzQJmUQqiNYd14nRS4lCTgWb5LqJZjGhIzJgHUMlCZn20vm9E/vCKH07iJQpifZc/T2RklDrceibzpDgUK96M/E/r5NgcO2lXMYJMkkXi4JE2BjZs+ftPleMohgbQqji5labDokiFE1EOROCu/ryOmmWS26lVKmbNMqwQBZO4RwuwYUrqMIt1KABFAQ8wQu8WvfWs/VmvS9aM9Zy5gT+wPr4AU8Ek88=</latexit>

 t

<latexit sha1_base64="p4Cd77qZeVUr57IBjARy29eivg4=">AAAB8XicdVDLSsNAFL3xWeur6tLNYBFchaT2oeCi4MZlBfvANshkOmmHTiZhZiKU0L9w40IRt/6NO//GSVpBRQ8MHM45l7n3+DFnSjvOh7W0vLK6tl7YKG5ube/slvb2OypKJKFtEvFI9nysKGeCtjXTnPZiSXHoc9r1J5eZ372nUrFI3OhpTL0QjwQLGMHaSLeDEOsxwRy17kplxz6vuQ2nggyp1hpOPSdOtXKKXNvJUYYFTP59MIxIElKhCcdK9V0n1l6KpWaE01lxkCgaYzLBI9o3VOCQKi/NN56hY6MMURBJ84RGufp9IsWhUtPQN8lsQ/Xby8S/vH6igzMvZSJONBVk/lGQcKQjlJ2PhkxSovnUEEwkM7siMsYSE21KKpoSvi5F/5NOxXbrdv26Wm5eLOoowCEcwQm40IAmXEEL2kBAwAM8wbOlrEfrxXqdR5esxcwB/ID19gmH0ZDW</latexit>P

<latexit sha1_base64="H/CLwo6CgUYtjol5F2YPf5ZpVac=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5DUPhRcVNy4rGAf0IQwmU7aoZNJmJkItfRL3LhQxK2f4s6/cZJWUNEDA4dz7uWeOUHCqFS2/WEUVlbX1jeKm6Wt7Z3dsrm335VxKjDp4JjFoh8gSRjlpKOoYqSfCIKigJFeMLnK/N4dEZLG/FZNE+JFaMRpSDFSWvLNshshNcaIwUvfTST1zYptndedpl2FmtTqTbuRE7tWPYWOZeeogCXavvnuDmOcRoQrzJCUA8dOlDdDQlHMyLzkppIkCE/QiAw05Sgi0pvlwefwWCtDGMZCP65grn7fmKFIymkU6MkspvztZeJf3iBV4Zk3ozxJFeF4cShMGVQxzFqAQyoIVmyqCcKC6qwQj5FAWOmuSrqEr5/C/0m3ajkNq3FTq7QulnUUwSE4AifAAU3QAtegDToAgxQ8gCfwbNwbj8aL8boYLRjLnQPwA8bbJ8pakzE=</latexit>A 
<latexit sha1_base64="bqQL/kdDqlBbZNFkwlxZFlTgFcM=">AAAB8XicdVDLSgMxFL3js9ZX1aWbYBFcDTO1DwUXBRFcVrAPbIeSSTNtaCYzJBmhlP6FGxeKuPVv3Pk3ZqYVVPRA4HDOveTc48ecKe04H9bS8srq2npuI7+5tb2zW9jbb6kokYQ2ScQj2fGxopwJ2tRMc9qJJcWhz2nbH1+mfvueSsUicasnMfVCPBQsYARrI931QqxHBHN01S8UHfu84tacEjKkXKk51Yw45dIpcm0nQxEWaPQL771BRJKQCk04VqrrOrH2plhqRjid5XuJojEmYzykXUMFDqnyplniGTo2ygAFkTRPaJSp3zemOFRqEvpmMk2ofnup+JfXTXRw5k2ZiBNNBZl/FCQc6Qil56MBk5RoPjEEE8lMVkRGWGKiTUl5U8LXpeh/0irZbtWu3pSL9YtFHTk4hCM4ARdqUIdraEATCAh4gCd4tpT1aL1Yr/PRJWuxcwA/YL19AnclkMs=</latexit>E

<latexit sha1_base64="kn9U9lQUZIM+96KPI6H2mfIp7LQ=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoMgCGFXJOYY8OIxgnlAdgmzk9lkyOyDmV5hWfIbXjwo4tWf8ebfOEn2oIkFDUVVN91dfiKFRtv+tkobm1vbO+Xdyt7+weFR9fikq+NUMd5hsYxV36eaSxHxDgqUvJ8oTkNf8p4/vZv7vSeutIijR8wS7oV0HIlAMIpGct0JRZINc7xyZsNqza7bC5B14hSkBgXaw+qXO4pZGvIImaRaDxw7QS+nCgWTfFZxU80TyqZ0zAeGRjTk2ssXN8/IhVFGJIiVqQjJQv09kdNQ6yz0TWdIcaJXvbn4nzdIMWh6uYiSFHnElouCVBKMyTwAMhKKM5SZIZQpYW4lbEIVZWhiqpgQnNWX10n3uu406o2Hm1qrWcRRhjM4h0tw4BZacA9t6ACDBJ7hFd6s1Hqx3q2PZWvJKmZO4Q+szx927JFM</latexit>

ŷt+1

<latexit sha1_base64="xgn5IH5vfJ/mRgfHq7HdLkVrOhw=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBoMgCGFXJOYY8OIxgnlAsobZ2U4yZPbBTK+yLPkPLx4U8eq/ePNvnCR70MSChqKqm+4uL5ZCo21/W4W19Y3NreJ2aWd3b/+gfHjU1lGiOLR4JCPV9ZgGKUJooUAJ3VgBCzwJHW9yM/M7j6C0iMJ7TGNwAzYKxVBwhkZ66KOQPtB0kOGFMx2UK3bVnoOuEicnFZKjOSh/9f2IJwGEyCXTuufYMboZUyi4hGmpn2iIGZ+wEfQMDVkA2s3mV0/pmVF8OoyUqRDpXP09kbFA6zTwTGfAcKyXvZn4n9dLcFh3MxHGCULIF4uGiaQY0VkE1BcKOMrUEMaVMLdSPmaKcTRBlUwIzvLLq6R9WXVq1drdVaVRz+MokhNySs6JQ65Jg9ySJmkRThR5Jq/kzXqyXqx362PRWrDymWPyB9bnDw5KkjU=</latexit>

ỹt+1
<latexit sha1_base64="RKlfBh7owJKyh/vZ4m/shtsaI8o=">AAAB83icdVDLSsNAFL2pr1pfVZduBovgKiQ+K7go6MJlBVsLTSiT6aQdOpmEmYkQQn/DjQtF3Poz7vwbJ20FnwcGDufcyz1zgoQzpR3n3SrNzS8sLpWXKyura+sb1c2ttopTSWiLxDyWnQArypmgLc00p51EUhwFnN4Go4vCv72jUrFY3OgsoX6EB4KFjGBtJM+LsB4SzNFlL+tVa4595tYd9xD9Jq7tTFCDGZq96pvXj0kaUaEJx0p1XSfRfo6lZoTTccVLFU0wGeEB7RoqcESVn08yj9GeUfoojKV5QqOJ+nUjx5FSWRSYySKj+ukV4l9eN9Vh3c+ZSFJNBZkeClOOdIyKAlCfSUo0zwzBRDKTFZEhlphoU1PFlPD5U/Q/aR/Y7ol9fH1Ua5zP6ijDDuzCPrhwCg24gia0gEAC9/AIT1ZqPVjP1st0tGTNdrbhG6zXD/5Ikao=</latexit>Dy

<latexit sha1_base64="9zXWIyg+GcSlPb7zwE/QvyW9nFU=">AAAB83icdVDLSsNAFL2pr1pfVZduBovgKiQ+K7go6MJlBfuAJpTJdNIOnUzCzEQsob/hxoUibv0Zd/6Nk7aCzwMDh3Pu5Z45QcKZ0o7zbhXm5hcWl4rLpZXVtfWN8uZWU8WpJLRBYh7LdoAV5UzQhmaa03YiKY4CTlvB8CL3W7dUKhaLGz1KqB/hvmAhI1gbyfMirAcEc3TZveuWK4595lYd9xD9Jq7tTFCBGerd8pvXi0kaUaEJx0p1XCfRfoalZoTTcclLFU0wGeI+7RgqcESVn00yj9GeUXoojKV5QqOJ+nUjw5FSoygwk3lG9dPLxb+8TqrDqp8xkaSaCjI9FKYc6RjlBaAek5RoPjIEE8lMVkQGWGKiTU0lU8LnT9H/pHlguyf28fVRpXY+q6MIO7AL++DCKdTgCurQAAIJ3MMjPFmp9WA9Wy/T0YI129mGb7BePwD8xJGp</latexit>Dx
<latexit sha1_base64="oGFUlzOZFc6UBj5fkS7WIByAM3Q=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEao8FLx4r2lpoQ9lsN+3SzSbsTsQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQ/CEYX8/8h0eujYjVPU4S7kd0qEQoGEUr3T31sV+uuFV3DrJKvJxUIEezX/7qDWKWRlwhk9SYrucm6GdUo2CST0u91PCEsjEd8q6likbc+Nn81Ck5s8qAhLG2pZDM1d8TGY2MmUSB7YwojsyyNxP/87ophnU/EypJkSu2WBSmkmBMZn+TgdCcoZxYQpkW9lbCRlRThjadkg3BW355lbQvql6tWru9rDTqeRxFOIFTOAcPrqABN9CEFjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AFxzI3k</latexit>xt

<latexit sha1_base64="DJK83KQuj/d6oEExsnoadT6UBWg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEao8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+kAB+WKW3UXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5diWPczoZIUuWLLRWEqCcZk/jcZCs0ZyqkllGlhbyVsTDVlaNMp2RC81ZfXSfuq6tWqtfvrSqOex1GEMziHS/DgBhpwB01oAYMRPMMrvDnSeXHenY9la8HJZ07hD5zPH206jeE=</latexit>ut
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Figure 1: Neural state-space models: general abstraction, and specific models for various dataset compositions.

an extended Kalman filtering (EKF) framework for state estimation because of its applicability to a wider

class of nonlinear systems [38].

In this section, we will briefly review an EKF for a general dynamic system expressed in the following

form

𝑥𝑡+1 = 𝑓 (𝑥𝑡 , 𝑢𝑡) + 𝑤𝑡 , (6a)

𝑦𝑡 = ℎ̂(𝑥𝑡 , 𝑢𝑡) + 𝜂𝑡 , (6b)

which is easier to integrate with model-based filtering based on (1). Note that 𝑓 (·) and ℎ̂(·) here represent

mathematical prediction models of the query system (1). The deviations of the predictive models (6) from

the real system is captured by the random vectors 𝑤𝑡 and 𝜂𝑡 which are assumed to be zero-mean Gaussian

uncertainties with covariances 𝑄𝑤
𝑡 and 𝑄𝜂

𝑡 , respectively. The EKF estimate of the state vector at time 𝑡 is

represented by a multivariate normal distribution, characterized by the mean-covariance pairs (𝑥−𝑡 , 𝑃−𝑡 ) and

(𝑥+𝑡 , 𝑃+𝑡 ). These pairs denote the predicted prior after assimilating measurements up to time 𝑡 − 1 and the

updated posterior after assimilating measurements up to time 𝑡, respectively.

Given a prediction model (6) with an initialization (𝑥−0 , 𝑃
−
0 ), the EKF implements the following time

updates:

𝑷−𝑘+1 = 𝐹𝑡𝑃
+
𝑡 𝐹
⊤
𝑡 +𝑄𝑤

𝑡 , (7a)

𝑥−𝑘+1 = 𝑓 (𝑥+𝑡 , 𝑢𝑡), (7b)
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and the measurement updates:

𝐾𝑡 = (𝑃−𝑡 𝐻⊤𝑡 )(𝐻𝑡𝑃
−
𝑡 𝐻
⊤
𝑡 +𝑄

𝜂
𝑡 )−1 , (7c)

𝑃+𝑡 = (𝐼 − 𝐾𝑡𝐻𝑡)𝑃−𝑡 , (7d)

𝑥+𝑡 = 𝑥−𝑡 + 𝐾𝑡
(
𝑦𝑡 − ℎ(𝑥−𝑡 , 𝑢𝑡))

)
, (7e)

where 𝐹𝑡 and 𝐻𝑡 are Jacobian matrices defined as

𝐹𝑡 ≜
𝜕

𝜕𝑥
𝑓 (𝑥+𝑡 , 𝑢𝑡), 𝐻𝑡 ≜

𝜕

𝜕𝑥
ℎ(𝑥−𝑡 , 𝑢𝑡). (8)

In this work, we propose the use of meta-learned physics-constrained NSSMs described in Fig. 1 as the

prediction models in (6) for implementing the EKF (7). Computing the Jacobian matrices in (8) involves

differentiating the neural operators’ outputs with respect to their inputs. We use auto-differentiation (AD)

capabilities in standard deep learning libraries like PyTorch for this purpose.

2.4. Defining similarity of systems

Our work leverages the notion of similarity between systems as the motivation for using meta-learning

for parameter identification.

Definition 1. Consider a class of systems of the form (1) with 𝑓 ∈ ℱ, ℎ ∈ℋ. Then, a control input sequence

𝑢0:𝑇 driving two systems parameterized by 𝜃 and 𝜃̂ and starting initial conditions 𝑥0 and 𝑥̂0, respectively,

results in outputs 𝑦0:𝑇 and 𝑦̂0:𝑇 that satisfy,

sup
0≤𝑡≤𝑇

∥𝑦𝑡 − 𝑦̂𝑡∥ ≤ 𝐸ℱ,ℋ(∥𝑥0 − 𝑥̂0∥, ∥𝜃0 − 𝜃̂0∥), (9)

for some function 𝐸ℱ,ℋ : R≥0×R≥0 → R≥0 such that 𝐸ℱ,ℋ is increasing in both arguments and 𝐸ℱ,ℋ(0, 0) = 0.

Definition 1 formalizes the notion that systems with close parameters and near-identical initial conditions

produce similar behaviors, and the function 𝐸ℱ,ℋ reveal how model sensitivity and contraction properties

contribute to output trajectories deviating from one another. Definition 1 is motivated from a rich body

of literature in system identification on distinguishability [39, 40, 41]. While a theoretical treatment of the

notion of similiarity is beyond the scope of the paper, we show that such a definition is well-defined for

a broad class of systems in the following theorem, and empirically holds for other systems as well in our

numerical experiments.

Theorem 1. Let the following assumptions hold:

1) (Lipschitz 𝑓 , ℎ) There exist positive scalars 𝔏
𝑓

𝜃 ,𝔏
ℎ
𝑥 ,𝔏

ℎ
𝜃 > 0 such that,

∥ 𝑓 (𝑥, 𝑢, 𝜃) − 𝑓 (𝑥, 𝑢, 𝜃̂)∥ ≤ 𝔏
𝑓

𝜃∥𝜃 − 𝜃̂∥, ∀𝑥 ∈ R𝑛𝑥 , ∀𝑢 ∈ R𝑛𝑢 , ∀𝜃, 𝜃̂ ∈ Θ,

∥ℎ(𝑥, 𝑢, 𝜃) − ℎ(𝑥̂ , 𝑢, 𝜃̂)∥ ≤ 𝔏ℎ𝑥∥𝑥 − 𝑥̂∥ + 𝔏ℎ𝜃∥𝜃 − 𝜃̂∥, ∀𝑥, 𝑥̂ ∈ R𝑛𝑥 , ∀𝑢 ∈ R𝑛𝑢 , ∀𝜃, 𝜃̂ ∈ Θ.
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2) (Contractive 𝑓 ) There exists a constant 𝜆 𝑓 ∈ (0, 1) such that for all 𝑥, 𝑥̂ ∈ R𝑛𝑥 ,

∥ 𝑓 (𝑥, 𝑢, 𝜃) − 𝑓 (𝑥̂ , 𝑢, 𝜃)∥ ≤ 𝜆 𝑓 ∥𝑥 − 𝑥̂∥.

Let 𝜃, 𝜃̂ ∈ Θ, and let 𝑥0:𝑇 , 𝑥̂0:𝑇 be the state trajectories and 𝑦0:𝑇 , 𝑦̂0:𝑇 be the output trajectories generated

by the system (1) under parameters 𝜃 and 𝜃̂, respectively, starting from initial conditions 𝑥0 and 𝑥̂0, and

with the same control inputs 𝑢0:𝑇 . Then,

sup
0≤𝑡≤𝑇

∥𝑦𝑡 − 𝑦̂𝑡∥ ≤ 𝐸ℱ,ℋ(∥𝑥0 − 𝑥̂0∥, ∥𝜃0 − 𝜃̂0∥) ≜ 𝔏ℎ𝑥∥𝑥0 − 𝑥̂0∥ +
(
𝔏ℎ𝑥𝔏

𝑓

𝜃

1 − 𝜆 𝑓
+ 𝔏ℎ𝜃

)
∥𝜃 − 𝜃̂∥.

Proof. Let 𝛿𝜃 = ∥𝜃 − 𝜃̂∥ and define the state error recursively as 𝛿𝑡 = ∥𝑥𝑡 − 𝑥̂𝑡∥. Using triangle inequality

and (1),

∥𝑥𝑡+1 − 𝑥̂𝑡+1∥ = ∥ 𝑓 (𝑥𝑡 , 𝑢𝑡 , 𝜃) − 𝑓 (𝑥̂𝑡 , 𝑢𝑡 , 𝜃̂)∥ ≤ ∥ 𝑓 (𝑥𝑡 , 𝑢𝑡 , 𝜃) − 𝑓 (𝑥𝑡 , 𝑢𝑡 , 𝜃̂)∥ + ∥ 𝑓 (𝑥𝑡 , 𝑢𝑡 , 𝜃̂) − 𝑓 (𝑥̂𝑡 , 𝑢𝑡 , 𝜃̂)∥.

By Lipschitz and contractivity assumptions on 𝑓 , we get

𝛿𝑡+1 ≤ 𝔏
𝑓

𝜃𝛿𝜃 + 𝜆
𝑓 𝛿𝑡 .

This linear recursion with initial condition 𝛿0 = ∥𝑥0 − 𝑥̂0∥ yields the following upper bound since 𝜆 𝑓 < 1,

𝛿𝑡 ≤ ∥𝑥0 − 𝑥̂0∥ +
𝔏
𝑓

𝜃

1 − 𝜆 𝑓
𝛿𝜃 .

Finally, by Lipschitz assumption on ℎ, we have for all 𝑡 ≥ 0

∥𝑦𝑡 − 𝑦̂𝑡∥ ≤ 𝔏ℎ𝑥𝛿𝑡 + 𝔏ℎ𝜃𝛿𝜃 ≤ 𝔏ℎ𝑥∥𝑥0 − 𝑥̂0∥ +
(
𝔏ℎ𝑥𝔏

𝑓

𝜃

1 − 𝜆 𝑓
+ 𝔏ℎ𝜃

)
𝛿𝜃 .

The proof is complete with the fact the above upper bound holds uniformly in 𝑡. □

2.5. Problem Statement

In practice, we do not always have access to a large amount of data from the query system. Therefore,

training NSSMs with limited data results in overfitting and poor generalization, i.e., inaccurate query model

predictions. It is not uncommon for data from systems similar to the query system to have been gathered in

the past. For instance, previously deployed engineering systems similar to the target application may have

been monitored, and data generated from these systems can supplement the limited query dataset 𝔇qry to

improve generalization. We refer to this additional dataset as the source dataset 𝔇src. The source dataset

𝔇src contains (𝑢, 𝑦) or (𝑥, 𝑢, 𝑦) data from a system that is similar to the query system, but not identical.

The source dataset 𝔇src is assumed to be available at design time, and to have the same signal composition

as the query dataset 𝔇qry.
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More formally, to reduce the data required from the query 𝜃★-system, we leverage simulation models to

obtain data from 𝑁src ∈ N dynamical systems that are similar to the query system. These source systems

adhere to the form (1) and are parameterized by 𝜃ℓ ∈ Θ \ 𝜃★ for ℓ = 1, 2, . . . , 𝑁src. By collecting data from

each of the 𝑁src source systems, for instance during field experiments or via digital-twin simulations, we have

access to a source dataset, which can be written as

𝔇src ≜
{
𝑢0:𝑇ℓ , 𝑦0:𝑇ℓ |𝜃ℓ

}𝑁src

ℓ=0

or 𝔇src ≜
{
𝑥0:𝑇ℓ , 𝑢0:𝑇ℓ , 𝑦0:𝑇ℓ |𝜃ℓ

}𝑁src

ℓ=0
,

(10)

obtained over a time-span from zero to 𝑇ℓ ∈ N for some (not necessarily identical) initial condition and

excitation inputs 𝑈0:𝑇ℓ . Often, the query system state data is collected with expensive instrumentation over

a small time span (not necessarily real-time), so 𝑇★ ≪ infℓ 𝑇ℓ .

By leveraging meta-learning, we can utilize the source data 𝔇src to learn NSSMs that can represent models

with different 𝜃 ∈ Θ parameters and rapidly adapt (i.e., with few online training updates) to the query

system dynamics with unknown parameters 𝜃★ despite limited data. This adaptive identification approach

also has the added practical benefit that no explicit estimation of the parameter 𝜃★ is required, which would

likely require more data. Our objective is to design a rapid adaptation mechanism using meta-learning that

can yield an accurate NSSM of the query system by learning from similar source systems. The adapted

model can then be employed for downstream model-based control or model-based estimation tasks, as we

will show in Section 6.

3. Model-Agnostic Meta-Learning (MAML) for Identification

MAML [31] is a highly recognized and widely utilized meta-learning algorithm, designed for rapid online

adaptation. Its primary objective is to learn a set of network weights that can be rapidly fine-tuned during

inference using a minimal amount of adaptation data. MAML employs a nested training approach: the inner

loop fine-tunes a shared set of initial model parameters with a small amount of task-specific adaptation data,

while the outer loop updates these initial parameters across a mini-batch of diverse tasks. This method

encourages the learning of model parameters that can rapidly adapt to new tasks. Supplementary Fig. S1

provides a detailed overview of our proposed method for applying MAML to system identification.

Meta-dataset

Source Systems Dataset Query Systems Dataset

Context (adapt): {𝑢, 𝑦} Target (train): {𝑢, 𝑦} Context (adapt): {𝑢, 𝑦} Target (predict): {𝑢}

Figure 2: Partitioning of a meta-dataset into source and query datasets, each further divided into context and target sets.
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One of the most challenging aspects of implementing meta-learning algorithms like MAML is data

partitioning; see Figure 2 for clarification regarding nomenclature (support/query, context/target). Given

a dataset of source systems 𝔇src as defined in (10), we can divide the data for the ℓ -th system into a

context dataset 𝒞 ℓ for inner-loop updates and a target dataset 𝒯 ℓ to evaluate the loss function for the

model parameters adapted in the inner loop. If 𝜔 denotes the set of trainable NSSM parameters1, then the

inner-loop MAML update is

𝜔ℓ𝑚 = 𝜔ℓ𝑚−1 − 𝛽in∇𝜔ℓ𝑚−1LSSM

(
𝒞 ℓ ;𝜔ℓ𝑚−1

)
(11)

where 𝑚 denotes the iteration of inner-loop updates, 𝛽in the inner-loop learning rate, and LSSM

(
𝒞 ℓ ;𝜔ℓ𝑚−1

)
is

the loss function from (3) or (5), evaluated on the context set with the neural weights computed after 𝑚 − 1

inner-loop updates.

The inner-loop updates are performed separately for each trajectory in the batch using their respective

context sets. In contrast, the outer-loop utilizes the target sets from all trajectories in the batch. The

outer-loop optimization step is generally expressed as follows:

𝜔 = 𝜔 − 𝛽out∇𝜔
𝐵∑
𝑏=1

LSSM

(
𝒯 𝑏 ;𝜔𝑏

𝑚

)
(12)

where 𝐵 is the number of tasks (i.e., trajectories) in a training mini-batch, 𝛽out is the outer-loop learning rate,

and LSSM

(
𝒯 𝑏 ;𝜔𝑏

𝑚

)
is the loss function on the target data 𝒯 𝑏 after 𝑚 inner-loop iterations (11). Updating

the model parameters in the outer-loop as described in (12) across 𝐵 tasks yields a parameter set 𝜔 that can

be quickly adapted at inference time. During inference, we perform only 𝑚 inner-loop updates (11) with

target system data 𝒞★ = 𝔇qry, and evaluate NSSM performance with the updated parameters 𝜔★
𝑚 .

When dividing trajectory data into context sets for inner-loop fine-tuning and target sets for evaluating

the fine-tuning, different strategies are employed for training and inference. During inference, the initial

points of the observed trajectory are used as the context set, with subsequent points forming the target set.

This approach simulates real-world scenarios where the model is first fine-tuned before being utilized. During

training, consecutive points from any part of the trajectory are randomly selected as the context set, while

other consecutive points (not necessarily following the context set) are used as the target set. This approach

ensures the model does not always rely on initial conditions; for instance, when the target data is collected

at steady-state conditions.

The nested training scheme in MAML can lead to a very challenging optimization problem [32]. Addi-

tionally, it may not be necessary to update all model parameters in the inner-loop [33]. To address this,

the almost no inner-loop (ANIL) algorithm was introduced in [33]. The key idea behind ANIL is that the

outer-loop update helps extract low-level features reusable across tasks, while the inner-loop facilitates rapid

1We must ensure that meta-trained parameters are genuinely trainable. For instance, physics constraint layer parameters 𝒫
might need to remain fixed, as demonstrated in our case studies.
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learning of a task-specific final layer. As such, ANIL updates only the parameters in the network’s last layer

during the inner-loop (11), while all layers’ parameters are updated in the outer-loop (12).

In the context of few-shot image classification, a commonly studied problem in meta-learning literature,

the last layer is known as the “classifier” and the earlier layers, which are not updated in the inner loop, are

called the “feature extractor”. However, for the NSSM architecture proposed in this work, it is unclear whether

the encoder ℰ or the state-space model parameters 𝒜𝜓 should be shared across tasks or fine-tuned in the

inner loop. In this paper, we study various options: which subnetwork should behave as the task-independent

learner, and which should be the task-dependent adapter.

Formally, if 𝜔 = (𝜔1 , ..., 𝜔𝐿), where 𝜔𝑙 denotes the network parameters for layer 𝑙 and 𝐿 is the total

number of layers in the network, we then define 𝜔in ⊆ 𝜔 as the subset of parameters updated in the inner-loop.

Consequently, the inner-loop update from (11) is written as follows:

(𝜔𝑙)𝑖𝑚=


𝜔𝑙 , 𝜔𝑙 ∉𝜔in

(𝜔𝑙)𝑖𝑚−1−𝛽in∇LSSM

(
𝒞𝑌 𝑖 ; (𝜔𝑙)𝑖𝑚−1

)
, 𝜔𝑙 ∈𝜔in

(13)

Note that the outer-loop of ANIL is the same as in MAML, and both are equivalent when 𝜔in = 𝜔. A

summary of the meta-training procedure using source systems’ data through ANIL and MAML is provided

in Supplementary Algorithm S1, and Supplementary Algorithm S2 explains how to update the weights for

the target system.

In Supplementary Section 3, we discuss some theoretical properties of the MAML algorithm, based on

the results reported in [42].

4. Physically-Constrained NSSMs

Herein, we explicitly integrate physics constraints into the NSSM architecture to ensure that the predicted

system trajectories are physically realizable. We consider two classes of constraints that may stem from the

underlying physical laws governing the system’s behavior. First, we propose an approach to constrain model

predictions within a polytope. Next, we introduce an approach to guarantee that the model predictions

analytically satisfy the curl-free property from vector calculus. As demonstrated in Section 6 through

real-world applications, incorporating physics constraints into the NSSM architecture not only enhances

model prediction accuracy but also improves downstream estimation performance.

4.1. Polytopic constraints

In certain applications, we know that the output of the NSSM 𝑥̂𝑡 must satisfy constraints that can be

encoded as 𝑥̂𝑡 ∈ 𝒢, where 𝒢 is a polytope

𝒢 := {𝑥 ∈ X : 𝐺𝑥 ≤ 0} , (14)
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for some known matrix 𝐺. The polytope 𝒢 admits an equivalent rays-based description using the Minkowski-

Weyl Theorem, [43]2, i.e., for some finite set of rays ℛ :=
[
ℛ1 · · · ℛ𝑟

]
∈ R𝑛𝑥×𝑟 we can write 𝒢 = cone(ℛ),

where cone(ℛ) := ∑𝑟
𝑗=1 𝜇𝑗ℛ𝑗 for some 𝜇𝑗 ≥ 0. In order to embed the physics constraint into the NSSM, we

propose the following structure for the constraint layer 𝒫 . For the clarity of discussion, we decompose 𝒫
into two parts 𝒫𝑥 and 𝒫𝑦 which act separately on the outputs of decoders 𝒟𝑥 and 𝒟𝑦 respectively. While

we set 𝒫𝑦 to be an identity matrix, we enforce the following structure on 𝒫𝑥 .

𝒫𝑥 := ℛ𝜇, where 𝜇 := ReLU ◦ FC𝑟 ◦ 𝒟𝑥(𝜓), (15)

where FC𝑟 represents a fully connected layer with an output dimension of 𝑟, and ReLU(·) denotes the rectified

linear unit activation function. The decoder output𝒟𝑥(𝜓) is passed through a ReLU-activated fully connected

layer, ensuring the vector is element-wise non-negative and meets the requirement of 𝜇 ≥ 0 in the conic

constraint. This fully connected layer also maps 𝒟𝑥(𝜓) to a vector 𝜇 that is dimensionally compatible with

the ray matrix ℛ. Consequently, the product of ℛ and 𝜇 results in a feasible predicted state 𝑥̄. A general

NSSM (4) corresponding to Fig. 1[C] with the constraint structure (15) was learned by minimizing the loss

(5) using Supplementary Algorithm S1, and the weights were fine-tuned using Supplementary Algorithm S2

for the query systems.

Alternatively, consider the case where the constrained NSSM (4) is used for state estimation. For the

clarity of discussion, we explicitly write the NSSM-based model equations similar to (6), as follows

𝑥𝑘+1 = 𝒫𝑥 ◦ 𝒟𝑥

(
𝒜 ◦ ℰ(𝑥𝑡 , 𝑢𝑡)

)
+ 𝑤𝑡 , (16a)

𝑦𝑡 = 𝒟𝑦 ◦ ℰ(𝑥𝑡 , 𝑢𝑡) + 𝜂𝑡 , (16b)

where 𝑤𝑡 and 𝜂𝑡 are assumed to be zero-mean Gaussian uncertainties with covariances 𝑄𝑤
𝑡 and 𝑄𝜂

𝑡 , respectively.

The EKF (7a) can be readily implemented using (16) as the prediction models. The Jacobians 𝐹𝑡 and 𝐻𝑡

used in EKF are computed as follows

𝐹𝑡 ≜
𝜕

𝜕𝑥
𝒫𝑥 ◦ 𝒟𝑥 ◦ 𝒜 ◦ ℰ(𝑥+𝑡 , 𝑢𝑡), (17a)

𝐻𝑡 ≜
𝜕

𝜕𝑥
𝒟𝑦 ◦ ℰ(𝑥−𝑡 , 𝑢𝑡). (17b)

Although the NSSM (16) is designed to meet state constraints (14), the filter updates using (7a) do not

explicitly satisfy these constraints, potentially leading to physics-inconsistent state estimates. Therefore, it is

essential to incorporate state constraints during the filtering process [44, 45].

2According to Minkowski-Weyl Theorem, the feasible polytope of an inhomogeneous linear inequality 𝐺𝑥 ≤ 𝑔 can be

equivalently described by a conic combination of rays and a convex combination of vertices. When 𝑔 = 0, only the conic

combination remains.
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Various methods, such as density truncation [45], estimate projection [44], and pseudo or perfect

measurements [46], can enforce constraints in state estimation algorithms [47]. We leverage the constraint-

satisfying nature of NSSMs to enforce the same constraints on state vectors estimated by the EKF. Specifically,

we propose using an auto-encoder pair (ℰ,𝒫𝑥 ◦ 𝒟𝑥) to project the filter estimate obtained in (7e) onto the

feasible set. The constraint layer 𝒫𝑥 ensures the decoded state vector meets the gradient constraint. Thus, a

constrained state estimate is obtained by:

𝑥+𝑡 ← 𝒫𝑥 ◦ 𝒟𝑥 ◦ ℰ(𝑥+𝑡 , 𝑢𝑡). (18)

This constraint-projection operation is computationally efficient, involving only forward evaluation of neural

networks, unlike other approaches that require solving a constrained quadratic program (QP) [44, 45]. We

show in Section 6.1 that polytopic constraints are critical to incorporate physics while modeling vapor

compression cycles via NSSMs to ensure unidirectional refrigerant flow.

4.2. Vector-field constraints

We now consider a scenario where the output is a vector field that must meet vector field constraints,

specifically the curl-free constraint. This type of constraint can arise from physical conservation laws that

govern the system, as seen in the localization application discussed in Section 6.2. In this case, the output

models a magnetic field that is curl-free due to the absence of internal currents [48]. In such mechanical

engineering applications, it is common for the state 𝑥 to contain position information in terms of spatial

coordinates. That is, some components of the state vector are known to be [𝑝𝑋 , 𝑝𝑌] or [𝑝𝑋 , 𝑝𝑌 , 𝑝𝑍], which

denote spatial coordinates in a 2- or 3-dimensional Cartesian coordinate system.

Therefore, the curl-free constraint requires that
⃗⃗ ⃗⃗
∇ ×ℎ = 0, where

⃗⃗ ⃗⃗
∇ is the vector differential operator,

⃗⃗ ⃗⃗
∇ =

[
𝜕

𝜕𝑝𝑋
𝜕

𝜕𝑝𝑌
𝜕

𝜕𝑝𝑍

]⊤
for 3-dimensional coordinates and

⃗⃗ ⃗⃗
∇ =

[
𝜕

𝜕𝑝𝑋
𝜕

𝜕𝑝𝑌

]⊤
for 2-dimensions.

We again consider the base learner shown in Fig. 1[C]. The key operations in this physics-constrained

NSSM are as described in (4). We select the physics-constraint layer 𝒫 to be a vector gradient operator

acting on the output channels, namely

𝑥̂𝑡+1 , 𝑦̂𝑡+1 = 𝑥̃𝑡+1 ,
⃗⃗ ⃗⃗
∇ 𝑦̃𝑡+1.

In other words, if we decompose 𝒫 into two parts 𝒫𝑥 and 𝒫𝑦 which act separately on the outputs of decoders

𝒟𝑥 and 𝒟𝑦 respectively, then 𝒫𝑥 corresponds to an identity transformation and 𝒫𝑦 involves computing a

gradient (i.e., 𝒫𝑦 =
⃗⃗ ⃗⃗
∇). Next, we discuss how the output path of the autoencoder implicitly enforces the

curl-free constraint on the measurement function ℎ.

The integration of physics-informed vector-field constraints into deep neural networks is broadly discussed

in [49]. We adopt their approach to embed specific curl-free constraints within our NSSM, incorporating

additional modifications to enhance training performance. Naturally, this constraint must be applied to
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the neural network mapping from the state components 𝑥 to the output 𝑦. For this purpose, we utilize the

following result [50, pp. 444].

Theorem 2. Let ℎ be a vector field of class 𝒞1 whose domain is a simply connected region ℛ ⊂ R3. Then

ℎ =
⃗⃗ ⃗⃗
∇ 𝜑 for some scalar-valued function 𝜑 of class 𝒞2 on ℛ if and only if

⃗⃗ ⃗⃗
∇ × ℎ = 0 at all points of ℛ.

This result implies the following: to model a curl-free vector field ℎ using a neural network, we can learn a

scalar function 𝜑(𝑥), whose gradient
⃗⃗ ⃗⃗
∇ 𝜑 will produce the desired curl-free vector field. Modern deep-learning

toolkits, equipped with robust automatic differentiation (AD) modules, make it straightforward to compute

𝑦 from 𝜑, provided the state components 𝑥 corresponding to the spatial coordinates [𝑝𝑋 , 𝑝𝑌 , 𝑝𝑍] ⊂ 𝑥 are

known. In this case, computing
⃗⃗ ⃗⃗
∇ 𝜑 simply involves performing automatic differentiation with respect to

these components. This insight has motivated the design of the output path (𝒫𝑦 =
⃗⃗ ⃗⃗
∇) in our proposed

physics-constrained NSSM. Therefore, the estimate of the output function ℎ that satisfies the curl-free

constraint, is given by

ℎ̄(𝑥, 𝑢) =
⃗⃗ ⃗⃗
∇𝒟𝑦 ◦ ℰ(𝑥, 𝑢). (19)

To represent a non-constant ℎ, the neural network’s output must exist and be non-constant. This

necessitates the use of smooth activation functions with non-constant derivatives. As seen in (8), we utilize

the Jacobian of the NSSM for model-based state estimation, which requires both first-order and second-order

derivatives to be smooth. This motivates the use of the swish activation function [51],

𝜍(𝑧) = 𝑧

1 + exp(−𝛽𝑧) , (20)

which is smooth, non-monotonic, and bounded only from below: see Supplementary Fig. S2. Typically, 𝛽 is a

trainable parameter, but for simplicity, we set 𝛽 = 1. The swish function avoids output saturation since it is

unbounded from above, thereby minimizing near-zero gradients for large values similar to the ReLU function.

Also, the swish activation exhibits a soft self-gating property that does not impede the gradient flow due to

its smoothness and non-monotonicity, thereby stabilizing the training procedure [51].

Next, we show some properties of the swish activation functions that are critical to our task. We begin

with the following lemma.

Lemma 1. Let 𝒫1 and 𝒫2 be polynomials in 𝑧 and 𝑒𝑧 , respectively. Then

𝑑

𝑑𝑧

(
𝒫1 ⊗ 𝒫2

)
=

∑
𝑖∈ℐ

𝑐𝑖𝑧
𝑞𝑖 𝑒 𝑞̃𝑖 𝑧 =:

∑
𝑖∈ℐ

𝑐𝑖 𝑃̃(𝑧, 𝑒𝑧), (21)

where ⊗ is the Kronecker product, ℐ is some index set, and 𝑐𝑖 , 𝑞𝑖 , 𝑞̃𝑖 are scalar coefficients.

Proof. Since 𝒫1(𝑧) =
∑
𝑖 𝑐1,𝑖𝑧

𝑖 and 𝒫2(𝑒𝑧) =
∑
𝑗 𝑐2, 𝑗𝑒

𝑗𝑧 , for some set of coefficient vectors 𝑐1 and 𝑐2, their

tensor product can be written as
∑
𝑖

∑
𝑗 𝑐1,𝑖𝑐2, 𝑗𝑧

𝑖𝑒 𝑗𝑧 .
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Applying the chain rule yields the derivative

𝑑

𝑑𝑧

(
𝒫1 ⊗ 𝒫2

)
=

∑
𝑖

∑
𝑗

𝑐1,𝑖𝑐2, 𝑗𝑒
𝑗𝑧

(
𝑖𝑧 𝑖−1 + 𝑗𝑧 𝑖

)
,

whose terms can be rearranged to yield (21). □

Next, we show that the 𝑛-th derivative of the swish activation has an alternative representation that

enables us to infer its smoothness properties.

Theorem 3. Let 𝜍(𝑧) be defined as in (20). For any 𝑛 ∈ N, the 𝑛-th derivative of 𝜎 can be written as

𝜍(𝑛)(𝑧) =
∑
𝑖 𝑐
(𝑛)
𝑖

(
𝒫 (𝑛)1 (𝑧) ⊗ 𝒫

(𝑛)
2 (𝑒𝑧)

)
(1 + 𝑒𝑧)𝑛+1 , (22)

where 𝒫 (𝑛)1 and 𝒫 (𝑛)2 are polynomials in 𝑧 and exp(𝑧), respectively and 𝑐𝑖 are scalar coefficients.

Proof. We prove this by induction. For 𝑛 = 1, we calculate

𝜍(1)(𝑧) = (𝑧 + 1)𝑒
𝑧 + 𝑒2𝑧

(1 + 𝑒𝑧)2 .

Therefore, 𝒫 (1)1 = [1, 𝑧]⊤ and 𝒫 (1)2 = [𝑒𝑧 , 𝑒2𝑧]⊤, with 𝑐(1) = [1, 1, 1, 0].
Now, we assume that the statement holds for 𝑛, and it remains to be shown to hold for 𝑛 + 1. To this

end, we differentiate 𝜍(𝑛), which yields

𝜍(𝑛+1)(𝑧) = −(𝑛 + 1)𝑒𝑧
∑
𝑖 𝑐
(𝑛)
𝑖

(
𝒫 (𝑛)1 (𝑧) ⊗ 𝒫

(𝑛)
2 (𝑒𝑧)

)
(1 + 𝑒𝑧)𝑛+2

+
∑
𝑖 𝑐
(𝑛)
𝑖

𝑑
𝑑𝑧

(
𝒫 (𝑛)1 (𝑧) ⊗ 𝒫

(𝑛)
2 (𝑒𝑧)

)
(1 + 𝑒𝑧)𝑛+1 ,

=

−(𝑛 + 1)𝑒𝑧 ∑𝑖 𝑐
(𝑛)
𝑖

(
𝒫 (𝑛)1 ⊗ 𝒫

(𝑛)
2

)
+ (1 + 𝑒𝑧)∑ℐ 𝑐𝑖𝒫̃(𝑧, 𝑒𝑧)

(1 + 𝑒𝑧)𝑛+2 ,

where 𝑐𝑖𝒫̃(𝑧, 𝑒𝑧) is obtained using Lemma 1. We observe that the numerator has introduced additional

terms that contain higher-order terms of 𝑒𝑧 and 𝑧 along with their combinations. Therefore, by introducing

new polynomials 𝒫 (𝑛+1)1 (𝑧) = [𝒫 (𝑛)1 (𝑧); 𝑧𝑛+1] and 𝒫 (𝑛+1)2 (𝑧) = [𝒫 (𝑛)2 (𝑒𝑧); 𝑒(𝑛+1)𝑧] and choosing appropriate

coefficients, one can rewrite the numerator in the previous expression as∑
𝑖 𝑐
(𝑛+1)
𝑖

(
𝒫 (𝑛+1)1 (𝑧) ⊗ 𝒫 (𝑛+1)2 (𝑒𝑧)

)
(1 + 𝑒𝑧)𝑛+2 ,

which affirms the 𝑛 + 1-case, and concludes the proof. □
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From Theorem 3, we conclude that the 𝑛-th derivative of 𝜍(·) is composed of differentiable functions,

which indicates that its derivatives exist, and are themselves smooth, ensuring the gradient operations

to obtain 𝑦 from 𝜑 are valid. Consequently, the output path of the NSSM is 𝑛-times differentiable, as

it is composed of smooth functions passed through affine operators (defined by the weights and biases of

the NSSM layers). This is useful not only for expressing more complex vector field constraints, but also

imperative in the EKF context because one has to evaluate Jacobians of the NSSM as seen in (8), which

involves twice-differentiating the output path.

Additionally, Theorem 3 implies that, as long as some 𝑐(𝑛)
𝑖

’s are non-zero, the derivatives of the swish

function are non-constant. This is also particularly useful since constant higher-order derivatives would

not be useful for expressing non-constant vector fields. We hypothesize that as long as the trained weight

matrices of ℰ and 𝒟𝑦 are non-zero, and not pathological in terms of dropping rank, one can expect that the

output path
⃗⃗ ⃗⃗
∇𝒟𝑦 ◦ ℰ of the proposed neural architecture is non-constant if the NSSM uses swish activation

functions. In fact, we can explicitly check that for 𝑛 ≤ 2, the swish function and its derivatives are all smooth

and non-constant; see Supplementary Fig. S2. Training the NSSM involves minimizing the differentiable

training loss as in (5).

Remark 2. Alternatives to the swish activation function include the tanh, SELU, and mish functions, all of

which are smooth, and have non-constant first- and second-derivatives. Unlike tanh, swish is unbounded

from above, which prevents vanishing gradients and therefore improves gradient flow during backpropagation

through deeper network architectures. Conversely, ReLU or LeakyReLU functions cannot be used as their

2nd-derivatives are (where they exist) zero.

Remark 3. While we have presented the curl constraint here due to its explicit use in the experimental

section, the paper [49, §4] also provides a way to incorporate divergence-free constraints, i.e.
⃗⃗ ⃗⃗
∇ ·ℎ = 0 by

using a different gradient-based operator.

Remark 4. ReLU-based projection onto a convex polytope defines a piecewise analytic under analytic

partition (PAP) function, which is almost-everywhere differentiable and whose autograd-computed “intensional”

derivatives coincide with true gradients almost everywhere [52]. The PAP class is closed under composition,

so inserting such projections within deeper architectures does not introduce new non-differentiable structures.

Finally, optimization theory for PAP functions guarantees that standard (sub)gradient methods avoid

pathological non-differentiable points almost surely, implying no intrinsic convergence issues due to the hard

projection layer.
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5. Benchmarking and Ablations

5.1. Example 1. The Bouc-Wen Hysteretic System Benchmark

5.1.1. Setup and Illustration of Performance

Our first example is the Bouc-Wen oscillator which exhibits hysteretic dynamics; a well-known system

identification benchmark. Code and data are available on GitHub at: github.com/merlresearch/MetaLIC.

The Bouc-Wen model is described by discretizing the continuous dynamics

¤𝑥1 = 𝑥2 , ¤𝑥2 =
1

𝑚𝐿
(𝑢 − 𝑘𝐿𝑥1 − 𝑐𝐿𝑥2 − 𝑥3), (23a)

¤𝑥3 = 𝛼𝑥2 − 𝛽
(
𝛾|𝑥2||𝑥3|𝜈−1𝑥3 + 𝛿𝑥2|𝑥3|𝜈

)
, (23b)

𝑦 = 𝑥1 + 𝑤𝑦 , (23c)

where 𝑢 is an input excitation acting on the oscillator, 𝑧 is the hysteretic force, and 𝑦 is the output

displacement that can be measured in real-time [53]. The noise 𝑤𝑦 is Gaussian white noise with a bandwidth

of 375 Hz, and a standard deviation of 8 × 10−3 mm. The discretization sampling frequency is 750 Hz. The

set of parameters, whose nominal values are provided in [53], are unknown for our purposes, but assumed to

lie within a range [Θmin ,Θmax] given by Table 1.

Table 1: Target parameter 𝜃★ and ranges for Example 1.

𝜃 := 𝑚𝐿 𝑐𝐿 𝑘𝐿 𝛼 𝛽 𝛾 𝛿

Θmin 1 5 2.5 × 104 2.5 × 104 500 0.5 -1.5

Θmax 3 15 7.5 × 104 7.5 × 104 4500 0.9 -0.5

𝜃★ := 2 10 5.0 × 104 5.0 × 104 1000 0.8 -1.1

For the query system, parameterized by 𝜃★, the benchmark dataset contains a context and target set

comprising 40960 samples and 8192 samples, respectively. These samples are noisy, and have been obtained

using a multi-sine sweep [54]. In order to test the performance of meta-learned system identification on this

system, we extend this example to a family of oscillators by sampling 𝑁src = 40 sets of parameters uniformly

within the admissible range Θ. These source systems are used for meta-training, and the source dataset

is collected by simulating each of these systems for 𝑇ℓ = 104 time steps, with a sampling period of 1/750s.
The excitation to all source systems is 𝑢(𝑡) = 120 sin(2𝜋𝑡). We demonstrate in Supplementary Fig. S3 that

the source systems exhibit a wide range of hysteretic loops, and therefore, the meta-learning problem is

well-posed, as the dynamics are similar, but not identical, across source systems. Furthermore, the system is

Lipschitz (locally) in the parameters, but not contractive; we use this to illustrate that even when Theorem 1

does not hold, empirical results may be satisfactory.
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The NSSM architecture has the form (2) since we have access to (𝑢, 𝑦) data. We set the backward window

length of 𝐻 = 20. The encoder is 7 layers deep, activated by exponential linear unit (ELU) functions, with

[256, 128, 128, 64, 64, 32, 32] neurons across layers. The latent dimension 𝑛𝜓 = 16, and the state-transition

operator 𝒜𝜓 is fully connected 5 layers deep with 256 neurons each and ELU activation. The decoder

structure is a mirror reflection of the encoder, and 𝒫 is the identity operator, because no physical constraints

are required to be enforced in the benchmark system. For the MAML algorithm, we set inner- and outer-loop

learning rates to be 0.001, the adaptation budget to be 𝑀 = 40 iterations, and run the algorithm for 10K

epochs with a 80/20 validation split in the source dataset. With NVIDIA 3090X GPU acceleration, the full

meta-training phase takes 16 hr.

Figure 3: Performance of meta-learning for Example 1.

We present the performance of the meta-learned NSSM in Fig. 3. The top left subplot shows that the

final MAML-NSSM predictions (blue circles) are overlapping with the ground truth data (black line) for a

subset of time where the Bouc-Wen system transitions between two magnitudes of oscillation, between [-1,1]

within 3.8–4.2 s, and between [-2,2] within 4.8–5.2 s. Both phases of oscillatory response are reproduced

with small predictive error, as evident by the top-right subplot which shows a distribution of the prediction

error for three algorithms including MAML. Clearly, meta-learned NSSM errors are tight around 0 with a

99% confidence interval of [−0.1, 0.1]. This is further supported by the lower subplot, which shows the error

signal evolution over time (black line) is very close to zero most of the time.
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5.1.2. Benchmarking Results

Table 2: Mean performance comparison of meta-learned NSSM with supervised learning.

Meta Univ Sup/Tr20 Sup/Tr80

RMSE [×10−5 mm] 2.83 72.35 8.41 6.50

Fit [%] 95.47 29.12 86.76 90.67

As reported in Table 2, we also compare against: (i) a Universal NSSM, which is trained on all the data,

both from the source and query systems, along with greedy supervised learned NSSM with just the query

data seeing (ii) 80% of the query data as context, called Tr80, or (iii) 20% of the target data as context,

called Tr20. The objective of comparing against Tr80 is to demonstrate that MAML-NSSM can outperform

even when almost the entire dataset is available for training, because the query dataset itself is of limited

size. The Tr20 case is to compare performance when the same amount is given for adaptation/learning,

to demonstrate the benefit of using commonalities from similar systems versus learning from scratch. We

evaluate these models using the goodness-of-fit and root-mean-squared-error3; mean metrics are presented

over 20 independent runs. Clearly, MAML outperforms all 3 ablations, with the closest competitor being

Tr80, as expected, because it has access to the most amount of query system data. The universal model

performs the worst, as it is unable to capture the dynamics of the target system well, due to the large

variability in the source systems.

Furthermore, we compare the performance of various meta-learning algorithms for this benchmark problem,

including FO-MAML [31], iMAML [34], and Reptile [35]. As this is a well-explored problem in the nonlinear

system identification literature, we also compare against the dynoNet algorithm [55], the polynomial-basis

algorithm proposed in [56] specifically for hysteretic systems, and the method in [57] that uses nonlinear

finite impulse response (NFIR) models, nonlinear auto regressive with exogenous input models (NARX); and

nonlinear orthornormal basis function (NOBF). We only present RMSE comparisons in Table 3 as those are

explicitly reported in all the competitor papers.

From the table, we deduce that the expressivity of neural SSMs in general is higher than NFIR and

NARX for this system, with the exception of the method of [56], which exhibits excellent performance. This

is because the polynomial basis method is tailored specifically to the Bouc-Wen (and generally, hysteretic)

systems and, more importantly, their results are reported for the noise-free case 𝑤𝑦 ≡ 0. Overall, MAML

performs well on this problem, even though our modeling paradigm is generalizable to a wide class of

3We define these formally as

Fit(%) = 100

(
1 − ∥𝑦 − 𝑦̂∥∥𝑦 − 𝑦̄∥

)
, RMSE =

√√√
1

𝑁

𝑁∑
𝑖=1

(
𝑦𝑖 − 𝑦̂𝑖

)2
,

where 𝑦𝑖 is the true value, 𝑦̂𝑖 is the predicted value, and 𝑁 is the total number of samples.
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Table 3: Mean RMSE comparison of meta-learning algorithms for the Bouc-Wen system.

Algorithm RMSE [mm] Algorithm RMSE [mm]

MAML [31] 2.53 × 10−5 FO-MAML [31] 2.74 × 10−5

iMAML [34] 2.97 × 10−5 Reptile [35] 2.66 × 10−5

dynoNet [7] 4.52 × 10−5 Polynomial [56] 1.87 × 10−5

NFIR [57] 16.4 × 10−5 NARX [57] 17.3 × 10−5

systems. The variants of MAML (iMAML, first-order-MAML and Reptile) perform comparably, although we

have found empirically that iMAML hyperparameters are harder to choose than the others, and iMAML

performance is quite sensitive to this selection.

5.2. Example 2: Investigating Subnetwork Fine-Tuning with ANIL on Chaotic Oscillators

We use a family of unforced van der Pol oscillators subject to parameter uncertainty as a test problem

for validating our meta-learned NSSM. Each oscillator is given by the continuous dynamics

¤𝑥1 = 𝑥2 , ¤𝑥2 = 𝜃𝑥2(1 − 𝑥21) − 𝑥1 , 𝑦 = 𝑥, (24)

which are discretized by a forward-Euler method with a time-step of 0.01s.

5.2.1. Data collection and implementation details

The parameter 𝜃 is randomly sampled from a uniform distribution Θ = 𝒰
(
[0.5, 2]

)
for generating the

source and target systems. Because 𝜃 is effectively a damping parameter, these sampled systems induce a

broad range of dynamics. The parameter value for the target system was randomly chosen to be 𝜃★ = 1.572.

Both the range of 𝜃 and the target 𝜃★ are unknown to the learner. We generated trajectories for 𝑁𝑠 = 200

source systems, each with unique 𝜃 ∼ Θ values. For each of the source systems, the initial state and the final

time were randomly sampled from uniform distributions 𝒰
(
[−1, 1]2

)
and 𝑇 ∼ 𝒰([10, 40]) s, respectively.

Initial state of the target system was fixed to be [1,−0.5]⊤. The past and predictive window lengths were set

to 𝐻 = 10 and 𝐻𝑝 = 5, respectively.

The encoder of our NSSM consists of an input layer for 𝑥, followed by 5 hidden layers with 128 neurons

each, and an output layer generating a latent variable of dimension 𝑛𝜓 = 128. The deep neural network was

implemented in PyTorch [58] using rectified linear units (ReLUs) as the activation function. Hyper-parameters

for the training were set as follows: the batch size 𝐵 = 32, the number of inner-loop iterations 𝑚 = 10, the

total number of meta-training epochs set to 104, and the step-sizes for MAML set to 0.01 and 0.001 for the

inner and outer loops, respectively. The MAML was allowed 𝑚 = 40 steps for online adaptation.
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Figure 4: Comparative study of various meta-learning approaches for system identification with neural SSMs.

5.2.2. Meta-learning vs. supervised and transfer-learning

To evaluate the effectiveness of the proposed MAML-SSM, we compared it with several baselines. These

baselines share the same architecture as MAML-SSM but are trained using a single training loop instead of the

inner-outer bi-level loop of MAML. The baselines and the reasoning behind their selection are as follows:

• SSM: Trained using supervised learning, in a classical one-training-loop, with only the target system

data. This baseline is chosen to see if MAML-SSM can learn from similar systems or if the data from

other systems degrades the predictive quality.

• All-NoAdapt-SSM: Trained using supervised learning with both source and target system data, without

any online adaptation steps. This baseline investigates if supervised learning is sufficient to create a

good predictive model given access to all available data (source and target).

• Xfer-SSM: Trained using transfer learning, which involves supervised learning on all source system

data, followed by a few online adaptation steps using the target system data. This baseline evaluates if

meta-learning can surpass transfer learning in few-shot, data-limited scenarios.

While supervised learners were allowed 10 times more training steps than MAML-SSM, the number of

adaptation steps were identical for MAML-SSM and Xfer-SSM.

Figure 4 showcases the performance of MAML-SSM and baseline models. During online inference, the
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context set is derived from the first 400 time steps, while the NSSM predicts the target set for the next 3000

time steps. The top and middle subplots depict the system’s state evolution, with dashed lines indicating the

true query system states. The bottom subplot illustrates the sum-squared-error (SSE) evolution between

the true and predicted states over the 3000 time steps. The proposed MAML-SSM clearly achieves the lowest

prediction SSE, outperforming all baselines. The transfer learning model, Xfer-SSM, ranks second with twice

the SSE of MAML-SSM, followed closely by SSM. In contrast, All-NoAdapt-SSM, which uses all data without

adaptation, shows significantly poorer performance consistently over time.

The 𝑥1 subplot suggests that SSM likely overfits the context data, resulting in excellent predictive accuracy

within the training set but significant decline at out-of-set points. In contrast, All-NoAdapt-SSM appears to

severely underfit the data, as it aims to find a set of NSSM weights that match the ‘average’ dynamics of both

the source and query systems, rather than adapting specifically to the query system. As anticipated, both

meta- and transfer-learning models perform well, with our proposed MAML-SSM outperforming Xfer-SSM.

Given the limited data from the target system and the few adaptation iterations, the trained learner

(prior to adaptation) needs neural weights that can quickly adapt to the target system. This is precisely

what MAML is designed for, enabling MAML-SSM to swiftly develop an effective predictive model for the given

example. Conversely, the transfer learning approach (prior to adaptation) is not specifically trained with

adaptation in mind. Thus, the initial weights are likely optimized for generating good predictions for the

source systems, and the few-shot adaptation is insufficient for Xfer-SSM to achieve the same accuracy as

MAML-SSM. This is particularly evident in the 𝑥1 plot, where transfer learning fails to capture the positive

phase of the oscillatory dynamics.

5.2.3. Subnetwork Fine-Tuning with ANIL

ANIL facilitates partial meta-learning of NSSMs by dividing the NSSM into two components: a base-

learner (with parameters 𝜔𝑙 ∉ 𝜔in) and a meta-learner (with parameters 𝜔𝑙 ∈ 𝜔in). In this setup, only the

meta-learner undergoes online adaptation, while the base-learner remains fixed. While we understand that

the contribution of the encoder ℰ is to lift or project the inputs to a latent space which provides benefits in

terms of computational tractability or expressivity, and the role of the state-space matrix is to encode the

dynamics in the latent space, it is not immediately clear which should be the base-learner and which layers

should be adapted. To answer this question, we use the target system with a fixed final time 10s, and allow

various subnetworks of the model to behave as the base-learner, and other layers to adapt. The decoders are

always allowed to adapt in order to maintain consistency with the adapted encoder, i.e. so they can retain

reconstructive ability. The experiment results are shown in Fig. 5, where the columns of the table indicate

what percentage of the testing data was used for adaptation, the colorbar represents the color-code for the

RMSE (lighter colors indicate better accuracy of the NSSM), and the rows indicate which meta-learning

algorithms were considered. Of course, MAML and first-order (FO)-MAML allow for full fine-tuning, i.e. all
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Figure 5: RMSE (averaged over 20 runs) heatmap produced by tuning subnetworks with ANIL.

layers are adapted. For the last 10 rows, we report the results of ANIL using the following nomenclature:

ANIL_FixEnc123_AdaptEnc45S to indicate that layers 1,2,3 of the encoder are fixed (1 being nearest to the

input channels) and only the 4,5 layers of the encoder along with the state-transition layers S = 𝒜𝜓 are

adapted. Similarly, ANIL_AdaptEnc12345_FixEncS indicates that all encoder layers were adapted and the

state-transition layers were fixed. Clearly, from Fig. 5, we can see that the best performance is for MAML

and FO-MAML, which allows full fine-tuning. This is to be expected, as this allows for the most expressive

adaptation. Interestingly, we see that the worst performance is obtained when the encoder is mostly fixed

and only the state-transition layers are allowed to be adapted. This indicates that it is most critical to allow

the encoder to learn and adapt the lifting/projection function that determines the latent space rather than

just the state-transition matrix. Thinking about this in another way, it is not enough for just 𝒜𝜓 to be

adapted while fixing most of ℰ if we are to learn across similar systems with some variety in the dynamics.

It is also important to note that even though meta-learning is effective for few-shot learning, there is

a practical lower bound in terms of the amount of data that is enough for a given problem: here, 10%

target data is too small for meta-inference and consistently gives poor results, whereas anything more

than 10% yields decent performance, although the best performance overall is with 50% or more data for

most high-performing algorithms. Of course, since we report the mean in the colortable, it is possible that

there is slightly higher error when more data is provided, but the discrepancy is always small and most

likely due to random seeds. However, one reason why adding more data might be resulting in worsened
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performance without full fine-tuning is due to overfitting, e.g. in the cases of ANIL_AdaptEnc123_Fix45S

and ANIL_AdaptEnc1234_Fix5S. The best performance is reported when the first few layers of the encoder is

fixed and the final layers are adapted along with adaptation of 𝒜𝜓. This can be defended by our knowledge

of deep neural network training, wherein the early layers are responsible for extracting basic, general features

from the input data, such as common features and and simpler transformations, whereas later layers focus

on more complex, system-specific transformations [59].

6. Case Studies with Constrained Physics

We study two real-world systems, detailing the challenges encountered in these applications and how they

benefit from the proposed approach, along with implementation details.

6.1. Vapor Compression with Unknown Refrigerant Mass

Fig. 6[A] illustrates a standard vapor compression system, an essential technology for numerous heat

transfer applications in both residential and industrial settings. The system includes a compressor that

drives the working fluid (e.g., a refrigerant) through the VCS, and two fans that push air through the heat

exchangers (condenser and evaporator). The refrigerant absorbs heat from the air passing through the

evaporator and releases it to the air passing through the condenser.

Low pressure

High pressure

[A] Vapor Compression System [B] Description of System States

[C] Dynamics induced by refrigerant leakage

Figure 6: Range of HVAC dynamics induced by variable refrigerant mass.
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Many technological solutions including control [60], estimation [61, 46, 44], and performance optimiza-

tion [62, 63] of VCSs require accurate predictions of its dynamics which is obtained from simulation models

and digital twins [64, 65]. State-of-the-art prediction models of VCSs are derived using fundamental physics

principles that govern the individual components in VCS and the overall system [66]. Although high prediction

fidelity can be achieved by physics-based models of VCSs, their development and deployment face several

computational challenges, despite recent efforts to simplify and augment them with efficient data-driven

learning modules [67]. Their computational complexity becomes a major bottleneck for efficient deployment

in scenarios requiring repeated model linearizations and forward simulations. Consequently, there is a need

for efficient surrogate models of high-fidelity physics-based models of VCSs which replicate dynamics of the

underlying system.

Vapor compression systems of similar technical specifications exhibit similar dynamic behaviors since

the governing physics are identical. However, each system may exhibit a unique dynamic response due to

factors such as unit-to-unit manufacturing variability, differences in installation configurations, and differences

in refrigerant quantity present in the system. For the purpose of this study, we particularly focus on the

dynamics variability induced by the varying refrigerant quantity across different systems which may arise

due to installation errors, refrigerant leakage over equipment life cycle, or refrigerant replacement during

regular maintenance.

Generally, dataset for a particular VCS is typically limited and expensive to obtain as it may require

sophisticated instrumentation. However, an entity of interest (e.g., manufacturer or supplier) may have access

to a collectively large operational dataset of different VCSs located across many customer sites. Additionally

or alternatively, a training dataset can also be generated from high fidelity physics-based models of VCSs.

Thus, surrogate modeling efforts of VCSs may significantly benefit from the proposed meta-learning approach.

A large source dataset collected across different systems can be used for learning a general NSSM for VCSs,

while the limited context dataset from a query system can be used for fine-tuning the NSSM weights.

6.1.1. Data Generation

The training dataset is generated using a physics-based simulator of the VCS. The model includes two

heat exchangers, discretized into four finite volumes each, and algebraic models for the compressor and

expansion valve. The heat exchangers consist of components that describe the thermal behavior of the pipe

wall, air flow, and one-dimensional refrigerant pipe-flow, forming an index-1 system of differential algebraic

equations (DAEs). The refrigerant flow is modeled using conservation laws of mass, momentum, and energy.

The model is represented by a set of ordinary differential equations (ODEs) obtained after order reduction of

DAEs via Pantelides’ algorithm. While compressor frequency and expansion valve position are the control

inputs to the model, the state vector consists the temperature 𝜃[𝑖], pressure P[𝑖], and specific enthalpy h[𝑖]
for each finite volume 𝑖 ∈ {1 · · · 8}, making 𝑛𝑢 = 2 and 𝑛𝑥 = 24. Only 6 of the 24 states are directly measured
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which include pressures and temperatures at select finite volumes of the heat exchangers [44]. Specifically,

the measurement vector is given by

𝑦 =

[
P[1] 𝜃[2] 𝜃[4] 𝜃[6] P[8] 𝜃[8]

]
∈ R6. (25)

The training dataset consisting 250 trajectories was generated using the simulation model such that each

trajectory corresponded to a system with a different refrigerant mass. The model initializes all variables to

their default values. A set of 250 initial conditions for the training dataset was created by simulating the

model to a steady state over a 50-second duration with constant control inputs, as shown in Fig. 6[C]. The

compressor frequency and EEV position were set to 50 Hz and 300 counts for all runs. This reduces the

impact of default initialization and enables the creation of a meaningful, controlled set of initial conditions to

test our proposed methods. The scenario of varying refrigerant mass was emulated by selecting different pipe

lengths for HEXs in different trajectories. We note that, identical default initializations of state variables

and different pipe lengths amount to variable refrigerant mass across different trajectories. The set of 250

values for pipe length were randomly sampled from the uniform distribution 𝒰(20, 40) m. The variability of

the dynamics due to variation in pipe lengths and refrigerant mass is shown in Fig. 6[C] for a representative

subset of state variables.

A set of 250 system trajectories was generated by simulating the model over 500 seconds with the initial

conditions described above and sampled at 0.1 second intervals. To generate a rich dataset with persistently

excited inputs, the expansion valve position and compressor frequency (Hz) were randomly sampled from the

uniform distributions 𝒰(282, 312) and 𝒰(40, 80), respectively. The set of 250 trajectories was split 80-20 for

source and query dataset, wherein only first the 20 seconds of the trajectories were used as context data for

fine-tuning. Furthermore, 200 source system trajectories were split into 60-40 for training and validation.

High-fidelity simulators for VCS applications are based on system physics, inherently satisfying funda-

mental physical constraints like the pressure gradient constraint (non-increasing pressure in the direction of

refrigerant flow). To ensure consistency with physical laws, state estimates from a learned NSSM and EKF

must also satisfy these constraints. We explicitly incorporate these constraints into the NSSM and filtering

algorithm. Specifically, can write the pressure gradient constraint as a linear inequality 𝐺𝑥≤0, and utilize

the discussion in Section 4.1 to improve the estimates.

6.1.2. Results and Discussion

State estimation results of the EKF (7a) that uses the NSSM (16) for predictions are shown in Fig. 7.

We considered two variations of NSSMs for a comparison. An NSSM whose weights were fine-tuned using

Supplementary Algorithm S2 is referred to as Meta-NSSM, whereas NSSM learned without the fine-tuning is

referred to as No-Meta-NSSM. EKFs using these two variations of NSSMs were tested on query systems.

Reference trajectories of one of the query systems and those estimated by EKFs along with the associated
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confidence bounds are shown in Fig. 7.

Figure 7: Reference state trajectories (black) and those estimated by EKF using Meta-NSSM (green) and No-Meta-NSSM (red)

as the prediction models. Shaded area around the solid lines denote 3𝜎-bounds.

Meta-NSSM-EKF demonstrated significantly smaller estimation errors than No-Meta-NSSM-EKF as

observed in Fig. 7. The superior estimation accuracy of Meta-NSSM-EKF can be primarily attributed to

better prediction capabilities of the Meta-NSSM since its weights are fine-tuned or adapted for a particular

query system. On the other hand, No-Meta-NSSM-EKF uses a general prediction model learned for a family

of VCSs without system-specific adaptations, thus, leading to an overall degraded estimation performance.

These findings align with those reported in the physics-informed estimation literature [68].

6.2. Indoor Localization with Unknown Magnetic Fields

An another motivating application for combining physics-informed NSSMs, meta-learning, and state

estimation is in magnetic-field-based indoor positioning. Magnetic materials present in buildings cause

anomalies in the ambient magnetic field [69, 70], which can be leveraged for localization. However, several

challenges hinder high-accuracy positioning using magnetic fields. The primary challenge is that the function

mapping the magnetometer position to the magnetic field is unique for each indoor environment, lacks a

specific structure, and must adhere to physics-informed constraints (i.e., it must be a curl-free vector field
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due to the absence of local currents). As a result, it is necessary to identify the unknown magnetic field,

typically using noisy measurements obtained online.

Using costly offline instrumentation, we can gather a very limited amount of state-output data from the

actual system, represented as

𝔇tgt = {(𝑥0:𝑇★ , 𝑢0:𝑇★ , 𝑦0:𝑇★)|𝜃★}

collected over the time span 0, . . . , 𝑇★. Our objective is to develop an NSSM for the query system with

limited data, enforcing physics-informed constraints within the NSSM architecture, and subsequently use

this NSSM for online state estimation in the presence of sensor and process noise. Herein, we demonstrate

physics-constrained meta-learning for learning the magnetic field with subsequent state estimation for

positioning.

Figure 8: (Left) Histograms of predictive error distribution between swish and tanh MAML. (Right) Boxplots demonstrating

state estimation RMSE across different meta-learning EKF for 20 unknown query systems.

6.2.1. System Description

We consider the scenario from [48], adapted to a recursive setting as in [71]. In particular, we use the

magnetic-field model from [48] and have obtained ground truth data for evaluating the proposed approach.

Consider a sphere of a radius of 𝑟0m centered at the origin, uniformly magnetized withℳ = [𝑚𝑋 , 𝑚𝑌 , 0]⊤A/m.

The magnetic-field function ℎ𝜃, which maps the position 𝑝 := [𝑝𝑋 , 𝑝𝑌] to 𝑦, is given by

ℎ𝜃 =


−ℳ/3 if 𝑟 < 𝑟0

𝑚0

4𝜋

(
ℳ/𝑟3 + 3/𝑟5(ℳ⊤𝑝)𝑝

)
if 𝑟 ≥ 𝑟0

(26)

where 𝑚0 = 4/3𝜋𝑟30 and 𝑟 = ∥𝑝∥. Thus, the measurement model is: 𝑦𝑡 = ℎ𝜃(𝑥𝑡) + 𝜂𝑡 , where 𝜂𝑡 ∼ 𝒩(0, 𝑄𝜂
𝑡 ) is

zero-mean Gaussian noise with covariance 𝑄𝜂
𝑡 .
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Figure 9: Performance of MetaL-EKF with MAML-FT/Swish for a randomly chosen test vehicle under uncertain magnetic field.

Horizontal axis starts at 𝑡 = 4 s to reflect that previous data was used as context for meta-inference.

We consider a mobile wheeled robot with car-like kinematics, described by a kinematic single-track

model operating in the 𝑋𝑌-plane. This model has three states: the global (planar) position and the heading

angle, represented as 𝑥 = [𝑝𝑋 , 𝑝𝑌 ,𝜓]. The wheel-speed measurements directly provide the velocity 𝑣𝑋 . The

continuous-time model is

¤𝑥 =


𝑣𝑋 cos (𝜓 + 𝛽)/cos(𝛽)
𝑣𝑋 sin (𝜓 + 𝛽)/cos(𝛽)

𝑣𝑋 tan (𝛿)/𝐿

 , (27)

where 𝐿 = 𝑙 𝑓 + 𝑙𝑟 are the distances from the origin to the front and rear wheel axle, respectively, 𝛽 =

arctan(𝑙𝑟 tan(𝛿)/𝐿) is the kinematic body-slip angle where 𝛿 is the steering angle, and the velocity is related

to the wheel speeds by 𝑣𝑋 = (𝜔 𝑓 + 𝜔𝑟)𝑅𝑤/2; 𝑅𝑤 is the wheel radius.
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Following temporal discretization, (27) can be expressed as

𝑥𝑘+1 = 𝑓𝜃(𝑥𝑘 , 𝑢𝑡) + 𝑤𝑡 , (28)

where 𝑢𝑡 = [𝛿, 𝜔 𝑓 , 𝜔𝑟] denotes the control inputs, and 𝑤𝑡 ∼ 𝒩(0, 𝑄𝑤
𝑡 ) is Gaussian noise which accounts for

the model mismatch. The steering controller is a simple pure-pursuit controller tracking a reference path

𝑝𝑟(𝑡).
In the context of (1), the unknown parameters 𝜃 include the maximum steering angle 𝛿, the wheelbase

parameters 𝑙 𝑓 , 𝑙𝑟 , which influence the vehicle dynamics; as well as the the magnetic-field radius 𝑟0, and the

magnetization parameters 𝑚𝑋 , 𝑚𝑌 , which affect the magnetic vector field.

6.2.2. Implementation Details

To generate a training dataset, the following parameter ranges were considered: 𝑙 𝑓 , 𝑙𝑟 ∈ [0.02, 0.25],
𝛿 ∈ [10, 20], 𝑚𝑋 , 𝑚𝑌 ∈ [−1.5, 1.5], and 𝑟0 ∈ [1.5, 4.5]. A dataset containing 80 source and 20 query systems

was constructed by randomly sampling parameters from the specified ranges and executing simulations over

the duration of 40s that yielded 𝑥, 𝑢, and 𝑦 data for each system tracking identical reference paths. The

trajectories were sampled at 0.1s intervals. Despite the identical references to be tracked, significant variation

within 𝔇src and 𝔇tgt was observed due to differences in 𝜃 (plot not shown due to limited space).

The dimension of the latent space was selected to be 𝑛𝜓 = 128 following a preliminary architecture search.

Each NSSM operator was implemented with swish-activated, fully connected layers. The encoder and two

decoders were structured as ℰ : 6 − 256 − 128 − 128 − 64 − 32 − 32 − 128, 𝒟𝑥 : 128 − 32 − 64 − 128 − 256 − 3
(outputting 3 updated states), and 𝒟𝑦 : 128−64−64−128−128−256−256−1 (outputting a scalar potential).

The state transition operator 𝒜𝜓 used six fully connected layers with a hidden dimension of 256. While the

first few layers of ℰ were fixed after meta-training, the last two layers of ℰ𝑥𝑢 and all layers of 𝒜𝜓, 𝒟𝑥 , and

𝒟𝑦 were adapted with the query system data during meta-inference. We utilize the results of Section 4.2 to

enforce curl-free constraint on the learned magnetic field. We emphasize that in this case study, 𝒫𝑦 ≡
⃗⃗⃗⃗
∇ is

not a trainable neural network; it simply represents the vector differential operator that differentiates the

output of 𝒟𝑦 with respect to 𝑝.

While one may argue that this network is unnecessarily deep and the base-learner could have been

constructed with fewer layers, the reason we chose many layers (other than just to improve expressivity

across the family of source and query systems) was to investigate whether the swish activation truly avoids

vanishing gradients in deep networks, and whether some empirical advantages may be obtained compared to

other activation functions such as the tanh function that have been previously considered.

6.2.3. Results and Discussion

The meta-learned NSSM was trained offline on the source dataset for 30,000 epochs using the Adam

optimizer. The learning rates were fixed at 𝛽out = 10−4 and 𝛽in = 10−3, and 𝑀 = 10 adaptation iterations
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were allowed in accordance with Supplementary Algorithm S1. Training on an NVIDIA 3090X GPU took 22

hours, with weights saved when validation loss decreased.

For meta-inference, 20% of the query system data (the initial 𝑇𝑐 = 8s of the total 𝑇ℓ = 40s) was used. The

NSSM’s performance was then evaluated based on prediction and estimation errors for the remaining 80% of

the query system’s trajectory, which it had not seen. The CPU time for meta-inference adaptation of the

non-fixed layers was 0.58 seconds on average.

Our numerical results are presented in Fig. 8, Fig. 9, and Supplementary Fig. S4. In Fig. S4, we compare

the magnetic field estimation error 𝑦 − 𝑦̂ between the the true field ℎ𝜃, obtained by evaluating ℎ𝜃 in (26)

parameterized with 𝑚𝑋 = 1, 𝑚𝑌 = 1, 𝑟0 = 3m and the estimated magnetic field using the meta-learned

swish-activated (black) and tanh-activated (magenta) NSSM, evaluated over a regular 200 × 200 grid in a 2-D

spatial domain. Clearly, for both estimates, the error is small: that is, the learned NSSM closely approximates

the magnetic field throughout the domain, with noticeable differences only around a small neighborhood

of the region of discontinuity at 𝑟0 = 3m. The tanh-activated NSSM induces larger approximation errors

than the swish-activated NSSM: this is cross-checked by computing the root-mean-squared error (RMSE) of

approximation on the 100 × 100 grid: for the swish activated NSSM, the RMSE is 6.72 × 10−4 compared

to 8.03 × 10−4 for tanh-activation. The distribution of the errors is also shown via histograms in the left

subplot of Fig. 8, where we see that the swish-based NSSM has a tighter variance around zero, with many

more time-points with estimation errors near-zero.

We used the meta-learned NSSM as a predictive model for implementing an EKF of the form (7), referred

to as the MetaL-EKF. In the right subplot of Fig. 8, we compare the state estimation accuracy of MetaL-EKF

implemented with different meta-learned NSSMs. Boxplots of the cumulative state estimation error norm∑ ∥𝑥− 𝑥̂∥ are reported for 20 unknown query systems. In particular, we consider four variants of meta-learning,

two of which are the most popular meta-learning algorithms. The first boxplot (blue) is MAML approach

with the proposed swish activation, the second is Reptile (orange) with swish activation, the third (green)

is FO-MAML with tanh activation, and the final (pink) is the proposed FO-MAML approach with swish

activation. It is immediately clear that the swish activation consistently improves performance. The full

fine-tuned MAML outperforms the rest, although the Reptile and FO-MAML algorithms are comparable in

average performance, with FO-MAML showing better robustness (tighter confidence) across query systems.

The states and outputs for a particular query system (chosen randomly) is shown in Fig. 9, along with

their estimates and 95% confidence intervals, with 10% data used for adaptation (first 4 seconds). MetaL-EKF

demonstrates good estimation accuracy for the most part of the unseen trajectory. Relatively larger deviations

of estimated state trajectories from the true trajectory and larger state error covariances at some points

can be attributed to sharp turns in the vehicle trajectory. Despite these infrequent deviations, MetaL-EKF

quickly decreases the gap between the estimated and true trajectories as the vehicle moves past the turning

maneuvers, which can be attributed to the predictive capability of the meta-learned MAML+FT/Swish
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model.

7. Conclusions and Future Work

In this work, we proposed a gradient-based meta-learning framework for neural state-space model (NSSM)

identification, with a focus on rapid adaptation using limited data from a query system by leveraging data

from similar source systems, where similarity is defined using deviation of output trajectories with rigorous

assumptions on the class of systems considered. The proposed approach integrates physical constraints directly

into the NSSM architecture, improving physical consistency and predictive performance. We demonstrated

the efficacy of our method through both benchmark examples and real-world case studies in indoor localization

and vapor compression systems, and highlighted the benefits of subnetwork fine-tuning strategies over full

model adaptation.

Our findings suggest that meta-learned NSSMs offer strong potential for black-box system identification

in practical settings where fast adaptation with limited data is critical. Furthermore, we provided empirical

evidence supporting the use of task-specific fine-tuning mechanisms and detailed the advantages of MAML

and ANIL algorithms under different architectural configurations and data availability scenarios. We also

demonstrate empirically that surgical fine-tuning for system identification involves fixing part of the encoder

head, and allowing the rest of the encoder, along with the transition operator weights, to adapt to new

systems.

Future work includes expanding the class of physical constraints considered, integrating hybrid modeling

approaches that blend first-principles and data-driven components, and investigating theoretical bounds for

generalization in meta-learning when the data is generated by a dynamical system and not independently

sampled.
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