
Ablation study

We use the KITTI-360 and Waymo datasets for pre-training and 
demonstrate good performance on the downstream task of 3D 
object detection with VoxelRCNN.
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Self-supervised learning on point clouds

Discriminative features can be learned without 
any labeled data by encouraging invariance and 
equivariance to input transformations

Bounding 
box scales 
with object

Equivariant self-supervised learning in space and time

We train the network to be equivariant to both spatial and temporal 
transformations through three loss objectives.

 

Equivariance to scaling, translation, and 
random scene flip through contrastive 
training

Equivariance to n-fold rotation 
through classification

Enforcing temporal equivariance 
with 3D scene flow

1. 2. 3.

Pretraining point cloud feature extractors using E-SSL3D

Results

3D object detection with VoxelRCNN pre-trained on KITTI-360 and fine-tuned on KITTI under 
different data splits. Each result is an average over 3 fixed subsets of the dataset. We report 3D 
average precision for 3 categories as well as the mean average precision over 40 recall positions. 
The best and second-best performance is marked in bold and underline, respectively. 

The ablation study of the spatial and temporal equivariance evaluated on 
the task of object detection with VoxelRCNN. The reported numbers are 
3D mean average precision (%) for the “Car”, “Pedestrian”, and Cyclist” 
categories for the 3 difficulty levels and 40 recall positions.

Equivariant features are designed to retain 
information of the transformation needed for 
localization
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• PointContrast[1] encourages equivariance to spatial 
transformations through a contrastive learning 
objective and does not consider temporal 
transformations

• By using sequences of LiDAR frames and estimated 
3D scene flow[4] we consider naturally occurring 
temporal transformations in addition to spatial ones

• STRL[3] encourages spatio-temporal invariance to 
learn effective representations
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