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⚫ We propose a defense against jailbreaking attacks by 

adding noise to embedding vectors to preserve semantic 

information

⚫ We introduce a token-level aggregation scheme 

integrated with auto-regressive generation

⚫ We investigate how directional embedding noise impacts 

semantic information preservation
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⚫ Randomized Embedding Smoothing and Token Aggregation 

(RESTA): Autoregressive generation is performed in 

parallel, and the next token is selected by majority voting

⚫ Prefix smoothing: RESTA is applied only to the prefix 

(first 𝑙 response tokens) to reduce compute costs

⚫ We used jailbreaking attack prompts available in the 

JailbreakBench dataset [1] to evaluate our defense against 

SmoothLLM [2] as a baseline

⚫ RESTA provided favorable trade-offs in reducing Attack 

Success Rate (ASR) with less impact on model utility

⚫ Trade-off curves with four perturbation types show that 

noise directionality impacts performance
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Experimental Results

Table 1: Summary of defense performance.

Embedding Perturbation Types

Isotropic Gaussian noise: Simple perturbation baseline

ℎ𝜎
iso 𝑒 ≔ 𝑒 + 𝑧 (𝑧 ∼ 𝒩 0, 𝜎2𝐼 )

Hard directional noise: Noise in direction of embedding vector

ℎ𝜎
dir 𝑒 ≔ 𝑒 + 𝑧1 ⋅ dir 𝑒  (𝑧1 ∼ 𝒩 0, 𝜎2 , dir 𝑒 ≔ 𝑒/ 𝑒 2)

Soft directional noise: Variation of directional noise

ℎ𝜎
soft 𝑒 ≔ 𝑒 + 𝑧 ⊙ dir 𝑒     (⊙: Element-wise product)

Orthogonal noise: Ablation study for directional noise

ℎ𝜎
orth 𝑒 ≔ 𝑒 + 𝐼 − dir 𝑒  dir 𝑒 ⊤  𝑧

Figure 1: Perturbed embeddings for LLM inputs. 
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Figure 2: Token prediction with RESTA.
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Figure 3: RESTA Performance Trade-off: Robustness 

(ASR of PAIR [3]) vs Utility (AlpacaEval) for Vicuna-13B.
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