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Contribution

• We examine the capability of large VLM (Vision Language Model) for decoding hand gestures from forearm ultrasound data.
• We use GPT-4o to analyze gesture classification performance for 5 hand gestures based on forearm ultrasound images.

• We show that few-shot ICL (in-context learning) can improve the classification accuracy even without any fine-tuning.

• We demonstrate that GPT-4o can achieve greater than 70% accuracy for hand gesture classification.

• We show that RAG (retrieval augmented generation) can further improve the ICL performance to near 100% accuracy.
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Experiments
• RAG: Top-K images in cosine-similarity scores. • Low-descriptive prompt: No system prompt; no gesture category; “What class does the

image belong to? Only give the class number.”

• High-descriptive prompt: More contextual information; to focus on brightness, anatomical
and physiological properties.

(a) Low-Descriptive Prompt (82% Acc.) (b) Mid-Descriptive Prompt (86% Acc.) (c) High-Descriptive Prompt (80% Acc.)
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